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Coherent multidimensional vibrational spectroscopy

JOHN C. WRIGHT{

Department of Chemistry, University of Wisconsin, Madison, WI 53706, USA

Coherent multidimensional vibrational spectroscopy (CMDVS) is an emer-
ging ®eld that o� ers new oportunities to probe speci®cally intramolecular and
intermolecular interactions in complex samples with the improved resolution and
selectivity expected of a multidimensional method. In particular, it provides
structural and dynamical information about correlations between modes. It
provides this information on the picosecond time scales characteristic of vibra-
tional dephasing. CMDVS is based on the perturbations that are induced in a
mode when other coupled modes are excited. It is the vibrational analogue to
multidimensional nucler magnetic resonance (NMR). In this review, we present
the background that led to the development of CMDVS, a brief summary of the
di� erent methods of non-linear laser spectroscopy and how they can achieve
CMDVS, the relationships between CMDVS and multidimensional NMR, and
the theory necessary to understand the experimental results. The experimental
approaches reviewed fall into three main classes: non-degenerate four-wave mixing
which is doubly vibrationally enhanced, degenerate four-wave mixing which is
triply vibrationally enhanced and six-wave mixing which has three Raman
transitions. CMDVS has been implemented in both the time domain and the
frequency domain. Finally, the review describes possible extensions of CMDVS
and speculates on its future.
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1. Introduction
There is great interest in coherent multidimensional vibrational spectroscopy

(CMDVS) because it may provide a second revolution for vibrational spectroscopy
that would mirror the revolution of multidimensional nuclear magnetic resonance
(NMR). There are several primary reasons for the interest. First, CMDVS provides
improvements in resolution over one-dimensional (1D) spectroscopy because the
information is spread over other spectral dimensions. Second, it provides selectivity
because one can selectively enhance spectral features associated with speci®c modes,
components, conformers, isotopomers and subsets of inhomogeneously broadened
molecular environments. Most importantly, it provides structural and dynamical
information about correlations between modes. Excitation of one vibrational mode
will perturb other modes through intra- or intermolecular coupling so cross-peaks
will appear in two-dimensional (2D) spectra between the two interacting modes. The
cross-peaks therefore re¯ect the mode correlations and molecular interactions
associated with the molecular structure. The selectivity and structural information
is obtained as snap-shots on the time scale of vibrational dephasing times, typically
picoseconds or less. In this way, it is complementary to NMR methods where
structure is averaged over the spin dephasing times of milliseconds.

For this review, CMDVS includes those coherent methods that produce
vibrational spectra which are frequency resolved in multiple dimensions. CMDVS
is based on non-linear spectroscopy. Non-linear spectroscopy is performed by
focusing multiple beams into a sample and observing new beams that emerge from
the sample because of non-linear processes [1±4]. Non-linear processes occur when
the electric ®elds of focused electromagnetic waves become large and comparable
with the ®elds within sample molecules. The large ®elds change the optical properties
experienced by other beams that probe the sample. At low intensities, electric ®elds
induce a polarization in the sample molecules that linearly follows the excitation ®eld
but, at high intensities, the oscillating polarization acquires distortions. The Fourier
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components of the distortion create new ®elds that radiate from the oscillating non-
linear polarization. Thus, (n ‡ 1)-wave mixing occurs when n electromagnetic waves
with frequencies !i create a non-linear polarization at !out ˆ

Pn
iˆ1 §!i which in turn

launches the n ‡ 1 wave that is detected. The non-linear process can be envisioned as
a coupling between ®elds that is mediated by matter [5]. From energy conservation,
energy ¯ows from the ®elds having positive signs into the ®elds having negative signs
in the expression

Pn
iˆ1 §!i ¡ !out ˆ 0.

Frequency domain non-linear spectroscopy is based on the enhancement of the
output beams’ intensities when each incoming beam excites an electronic or vibra-
tional resonance. In (n ‡ 1)-wave mixing, there are n excitation beams and n possible
resonances with either electronic or vibrational states. Electronic states generally
provide much larger enhancements than vibrational states. The enhancements from
each resonance are multiplicative if the resonant states are coupled and additive if
they are not. For vibrational spectroscopy, singly vibrationally enhanced (SIVE)
processes give 1D spectra and are not capable of CMDVS. Doubly vibrationally
enhanced (DOVE) processes have two resonances that provide 2D spectra. Triply
vibrationally enhanced (TRIVE) processes have three resonances that provide three-
dimensional (3D) spectra. If the ®elds are not in resonance with a state, the electronic
states will dominate the non-linear polarizations because electron clouds are easier to
polarize than the nuclear motions [6]. Vibrational contributions can dominate if a
vibrational mode is resonant and the electronic states are non-resonant [7, 8].

Time domain non-linear spectroscopy is an equivalent approach and is based on
resolving the temporal oscillations of the n coherences created after each excitation
pulse [9±12]. It has many advantages including the multiplex advantage, higher
signal levels, temporal discrimination against non-resonant electronic backgrounds
and temporal selection of a speci®c coherence pathway.

Symmetry considerations show that even-wave mixing (n ‡ 1 is even) processes
(such as the four-wave mixing (FWM) examples of coherent anti-Stokes Raman
spectroscopy (CARS), frequency tripling, stimulated Raman, inverse Raman) occurs
in all materials but odd-wave mixing (such as three-wave (TWM) mixing, e.g. second
harmonic generation and sum and di� erence frequency generation) occurs only
when inversion symmetry is not present [13±16]. Non-linear surface spectroscopy
takes advantage of odd-wave mixing to acquire spectra that have exquisite surface
selectivity. Recently, it has also been shown that even-wave mixing methods can also
selectively probe chiral materials [17].

In this paper, we ®rst review the background and underlying theory for CMDVS
and discuss its relationships with multidimensional NMR. We then apply the theory
to the di� erent CMDVS methods to show the similarities and di� erences. Finally, we
explore example applications and speculate on future developments.

2. Background
2.1. History

Multidimensional laser spectroscopy has its roots in the Doppler-free [18±22], the
laser-induced ¯uorescence line narrowing [23±32], the hole burning [33±42] and the
site selective [28, 29, 32, 43-45] laser spectroscopies of the 1960s and 1970s. Here,
speci®c atoms or molecules were perturbed by laser excitation and the perturbations
were monitored by coherent or incoherent probes. The perturbations served as a
label of a subset of sample atoms or molecules so those subsets could be probed
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selectively with high resolution, through either the probe absorption/emission or

their intrinsic ¯uorescence. Although these early methods have been important in

research applications, they have not proven practical for widespread routine chemi-
cal measurements.

One of the drawbacks to the ¯uorescence line narrowing and site-selective laser

spectroscopies was the lack of sample ¯uorescence in many materials. Several groups
explored the possibility of replacing ¯uorescence detection with multiresonant non-

linear mixing [46±56]. Instead of relying on the spontaneous radiative relaxation of

the excited electronic polarization, the output signal was actively created by driving
the electronic polarization non-linearly with multiple excitations. Figure 1 shows the

®rst use of FWM for a multiply resonant spectrum [46]. This example represents an

electronically resonant CARS spectrum with two lasers, one tuned to an electronic
transition (!1) and the other (!2) scanned to produce a spectrum. The scan shows

resonances when !1 ¡ !2 matches ground state vibrational modes or 2!1 ¡ !2

matches excited electronic state’s vibronic modes.
The ®rst DOVE multiwave mixing spectrum was a fully resonant three-laser

CARS experiment where !1 matched an electronic transition, !1 ¡ !2 matched a

vibrational mode and !1 ¡ !2 ‡ !3 matched an excited electronic state vibronic [49±
54]. This approach was used to demonstrate site- and component-selective spectro-

scopy [49±54], line narrowing spectroscopy [57±60] and mode-selective spectroscopy

[61±64]. It used the same idea of labelling a subset of the sample molecules by an
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Figure 1. The two-laser doubly resonant CARS FWM spectrum of pentacene in a benzoic
acid crystal appear in the centre spectrum. The diagram shows the CARS process
when !1 is tuned to pentacene’s 0 ! 0 0 electronic transition and !2 is tuned so that
!1 ¡ !2 reaches Raman resonances with the vibrational modes of the ground
electronic state or !1 ¡ !2 ‡ !3 reaches resonances with the vibronic modes of the
excited electronic state. The resonances in the CARS FWM spectrum match the
vibronic resonances in the absorption spectrum and the vibrational resonances in the
¯uorescence spectrum. Reproduced with permission from reference [46].
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excitation but now the probing was done by actively driving the output polarization
rather than passively watching its radiative relaxation.

The ®rst DOVE experiment to observe cross-peaks between modes is shown in
®gure 2 [61±64]. Here, !1 and !1 ¡ !2 were tuned to match an electronic transition
and a vibrational mode respectively and !3 was scanned so vibronic features
appeared in the spectrum when !1 ¡ !2 ‡ !3 matched an excited electronic state
vibronic state. The cross-peaks are DOVE features that are only observed for modes
that are coupled. Thus, vibronic mode cross-peaks only appear at !1 ¡ !2 ‡ !3 if the
modes are coupled to the ground state mode that is resonant with !1 ¡ !2. The
absorption spectrum at the top of the ®gure shows all the vibronic states so
comparison of each non-linear spectrum with the absorption spectrum shows how
di� erent vibronic modes can be selectively enhanced by establishing resonance with
di� erent vibrational states. All the vibrational states are shown in the ¯uorescence
spectrum. Although this approach allowed one to extend high-resolution methods to
non-¯uorescent systems, spectral selectivity required cryogenic temperatures in order
to sharpen the electronic transitions.

In order to eliminate the complications caused by the broadening of electronic
transitions, it is desirable to use vibrational transitions. Vibrational transitions have
narrow lines at room temperature and provide detailed structural information and
molecular ®ngerprints. There are several experiments that have extended non-linear
processes to include vibrational resonances. Sum frequency generation uses SIVE
TWM to achieve surface-selective one-dimensional vibrational spectra [13, 65±69].
Fayer and coworkers developed the ®rst vibrationally enhanced photon echo
methods to measure vibrational dynamics [70, 71]. These were TRIVE experiments

Coherent multidimensional vibrant spectroscopy 189

Figure 2. The right side shows a series of three-laser triply resonant CARS FWM spectra
((c)±(g)) of pentacene in benzoic acid crystal with !1 ¡ !2 set to select the di� erent
vibrational states seen in the ¯uorescence spectrum (a) while !3 scans across the
vibronic resonances seen in the absorption spectrum (b). Arrows in the absorption
spectrum indicate the positions of the peaks seen in the CARS spectra of (c)±(g). `D’
indicates an artifact that occurs when !1 ˆ !3 . Reproduced with permission from
reference [4].
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but they were not designed to provide frequency resolved spectra. LaBuda et al. used
FWM to measure the size of the vibrational enhancements relative to the non-
resonant electronic processes [7, 8]. These SIVE experiments showed that vibrational
enhancements could create non-linear polarizations that exceeded the non-resonant
electronic contributions so non-linear methods could be used for CMDVS.

The ®rst experiments directed at achieving CMDVS used six-wave mixing
(SWM) [72±77]. SWM has ®ve possible vibrational resonances and six transitions.
It can be done with six infrared transitions, four infrared transitions and one Raman
transition, two infrared transitions and two Raman transitions, or three Raman
transitions. All of the experiments have used three Raman transitions to achieve
DOVE SWM. The ®rst experiments reported that CMDVS was obscured by two
cascaded FWM processes [72]. Later ultrafast time domain experiments reported
success in observing SWM with three Raman transitions [73±77]. It was called 2D
Raman spectroscopy and Raman echo spectroscopy. However, it became clear that
these observations were ¯awed and cascaded FWM was still obscuring the true
SWM process [78, 79]. More recently, it was shown that the true SWM process could
be observed by discriminating against the cascaded processes [80±84].

After observing the cascading processes in SWM [72], DOVE FWM experiments
were initiated to avoid the complication of cascading [85±89]. Cascading does not
a� ect FWM because any cascading process would require TWM, a process that
vanishes in isotropic materials. FWM has three possible vibrational resonances and
four transitions. It can be performed with four infrared transitions, two infrared
transitions and one Raman transition or two Raman transitions. The previously
described fully resonant CARS demonstrated DOVE FWM with two Raman
transitions [49±54, 61±64] but this approach was not capable of accessing multiple
ground state modes. In order to achieve CMDVS of ground state modes, it is
necessary to use infrared lasers. The ®rst demonstration of CMDVS used two
infrared transitions and one Raman transition. The two infrared transitions drove
two vibrational modes and the double vibrational coherence was probed by the
Raman transition [90±92].

Multidimensional laser spectroscopy also has roots in NMR. Shortly after the
invention of the laser, it was recognized that the optical analogues to NMR could be
created [93, 94]. Free induction decay [95, 96], optical nutation [97] and photon echo
[98±101] processes were demonstrated but again they were not practical for routine
chemical measurements. A major problem was that the short coherence dephasing
times (typically picoseconds) for vibrational and electronic states required either
cryogenic temperatures or very low gas pressures to lengthen the dephasing times
enough to observe the coherent transients [102, 103]. This problem is overcome if the
coherent processes can be implemented on an ultrafast time scale that is short
compared with the dephasing time [104, 105].

The ®rst successful experiments to implement the optical analogue to a multi-
dimensional COSY NMR spectroscopy were performed by Jonas’s group using
electronic states [10, 106]. This experiment was based on a heterodyned stimulated
photon echo where three ultrafast visible beams created a series of electronic
coherences. The ®nal signal from the output coherence was heterodyned with a
fourth beam which served as a local oscillator so one could resolve the phase
oscillations of the output coherence. The phase oscillations of each excited coherence
could be mapped by changing the delay times between each excitation beam. Fourier
transformation to the frequency domain then displayed the multidimensional
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electronic spectrum. This approach can be directly translated to performing CMDVS
by using infrared transitions between vibrational modes.

The ®rst vibrational experiments that used four infrared transitions were done by
incoherent pump±probe methods that involved probing excited populations [107].
These experiments provided 2D vibrational spectra by using a strong pump to create
vibrational populations that perturb other modes. All modes that are a� ected by the
population changes induced by the pump appear in a probe beam that measures the
changes in absorption of the a� ected modes. Later experiments were able to isolate
the coherent portion of the pump±probe experiment by measuring the small
temporal modulations that were induced by double vibrational quantum coherences
[108]. Fourier transformation of the modulations could then provide the correlation
with the absorption changes seen in the probe spectrum.

The ®rst implementation of heterodyne-detected stimulated photon echo to
CMDVS was ®rst performed by Hamm et al. [11]. This method is a true coherent
technique that directly probes the double vibrational quantum coherences. It is the
vibrational analogue to a 2D COSY experiment. A single ultrafast excitation beam is
divided into four beams that drive a particular vibrational mode. Three beams are
used for degenerate FWM to create a signal that is then combined with the fourth
beam so the heterodyned signal can be measured. The temporal oscillations of the
®rst and last coherence are measured by scanning the time delays after the ®rst and
last coherences were created. 2D spectra are created by Fourier transformation of
the two time delays. This technique has been applied in a number of experiments on
biologically relevant samples to obtain detailed structural information on femtose-
cond time scales [11, 12, 109, 110].

2.2. Theory
The theory for CMDVS has been developed by a number of groups. There are

several excellent references on non-linear spectroscopy [2, 3, 111]. The theory for
SWM 2D Raman experiments was ®rst described by Tanimura and Mukamel [112].
DOVE methods were described by Wright et al. [87]. Heterodyne-detected FWM and
stimulated photon echo processes were described by Cho et al. [113]. There has been
a great deal more theoretical work in CMDVS (see [84, 114±136]). There is also a
recent review of the theoretical aspects of CMDVS [137]. In this review, we present a
tutorial that focuses on the theoretical aspects required to understand CMDVS. We
start with a phenomenological description of non-linear spectroscopy.

2.2.1. Phenomenology
Spectroscopy is based on the relationship between an electromagnetic wave and

the induced molecular polarization [2, 3, 111]. Figure 3 shows the relationship
between the electric ®eld, E ˆ 1

2
‰E0 ei…kz¡!t† ‡ E0¤

e¡i…kz¡!t†Š and the polarization,
P ˆ 1

2
‰P0 ei…k 0z¡!t† ‡ P0¤

e¡i…k 0z¡!t†Š, of an electromagnetic wave. At low electric ®elds,
there is a linear relationship between the polarization and the electric ®eld but, at
higher ®elds, the relationship becomes non-linear. The electric ®eld is related to the
light intensity by

I ˆ cn¹

8p
…E0†2 ˆ cn¹

4p
E2 …1†

where n is the refractive index and ¹ is a constant that is 1 if E is a classical
electromagnetic ®eld but can take on other values for non-classical ®elds. If the
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intensity is 108 W cm¡2, the electric ®eld magnitude is 2:7 £ 105 volts cm¡1, a value
that is nearing dielectric breakdown where electrons are removed from molecules.
Since the binding energy of the electrons is changed in these strong ®elds, it is easy to
see why the polarization becomes a non-linear function of the electric ®eld. In the
non-linear regime, the polarization is distorted so it acquires new frequency com-
ponents that radiate light at new frequencies. One expects new frequencies at all the
sum and di� erences that can be formed from all the excitation frequencies.

The position where the polarization’s slope in ®gure 3 becomes vertical is
dielectric breakdown so the strongest non-linearities occur at the highest laser
intensities. The actual intensity required for sample damage depends on the laser
pulse width. Shorter pulses have higher damage thresholds. For nanosecond laser
pulses, laser damage becomes important at 109±1010 W cm¡2 but this damage
threshold improves considerably for ultrafast pulses [138].

It is instructive to ®nd the intensities characteristic of di� erent experiments. A
focused laser’s beam waist has a radius, w0, given by [139]

w0 ˆ 2¶f =#

p
…2†

where f =# is the focal length/beam size ratio and ¶ is the light’s wavelength.
Conventional incoherent sources typically have intensities of 1 Wcm¡2 but a 1 W,
1 mm beam continuous wave (CW) laser at 800 nm focused with a 20 mm lens would
have a focused intensity of 3 £ 105 W cm¡2. A 100 mJ, 10 ns pulsed laser would focus
to a peak intensity of 3 £ 109 W cm¡2 while an ultrafast laser with a 10 mJ, 40 fs pulse
would focus to a peak intensity of 8 £ 1013 W cm¡2. A CW system does not have
adequate power to reach the non-linear regime but a pulsed system can reach this
regime and beyond quite easily.

The functional dependence of P vs. E is described phenomenologically using a
Taylor series expansion:

P ˆ À…1†E ‡ À…2†E2 ‡ À…3†E3 ‡ ¢ ¢ ¢ …3†

where À is a tensor called the susceptibility [139]. The contribution from the di� erent
terms is shown schematically in ®gure 3. We suppress the tensor character of À for
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Figure 3. Schematic of the functional dependence of the polarization induced by the electric
®eld of light. The schematic also shows the linear, quadratic and cubic terms that are
required to ®t the polarization dependence.
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this review but, in fact, the polarization dependence is a powerful probe of molecular
structure. À…n† corresponds to (n ‡ 1)-wave mixing with n input ®elds and an output
®eld. If there are multiple excitation beams, the total electric ®eld is

E ˆ 1
2
fE0

1 exp ‰i…k1z ¡ !1t†Š ‡ E0
2 exp ‰i…k2z ¡ !2t†Š

‡ E0
3 exp ‰i…k3z ¡ !3t† ‡ ¢ ¢ ¢ ‡ c:c:g: …4†

If equation (4) is substituted into equation (3), one obtains a large expression with
many direct and cross-terms. An example cross-term for FWM is

P0 ˆ DÀ…3†E0
1E0

2E0
3 …5†

where D is a factor that accounts for the di� erent electric ®eld permutations in the
cross-products. It can take on di� erent values for di� erent conventions of de®ning À
[111, 140, 141]. For a three-laser experiment D ˆ 6 while, for a two-laser experiment
where E1 ˆ E2, D ˆ 3.

The surface selectivity of odd-wave mixing spectroscopies is easily understood by
realizing that the even terms in equation (3) create symmetric curves on reversing the
electric ®eld [142]. For example, the À…2† term in equation (4) is represented by the
parabola in ®gure 3 which is clearly symmetric. It adds equally to the polarization
regardless of the sign of E. Since P must be an antisymmetric function of E, all even
terms must vanish in an isotropic material so one cannot generate even combinations
of the excitation frequencies.

2.2.2. Quantum mechanical theoryÐcoherences
A more insightful approach uses quantum mechanical coherences [2]. It is ®rst

important to understand the concept of a coherence. When an electromagnetic ®eld
perturbs a state, Áa and mixes it with another state, Áb, the wavefunction is a
coherence given by

C…x; t† ˆ ca…t†Áa…x† exp …i!at† ‡ cb…t†Áb…x† exp …i!bt†: …6†

Since the probability, ÁÁ¤ has a cross-term involving exp ‰i…!b ¡ !a†tŠ, the coherence
is a time-dependent state that oscillates at a frequency !b ¡ !a and is measured by

»ba ² cbc¤
a. If ca or cb is zero, it becomes a stationary state, a population and »aa ²

cac¤
a measures the population. If states a and b have a transition dipole moment, ·ba,

the oscillating coherence couples with an electromagnetic ®eld and absorbs or emits
light, depending on its phase relative to the ®eld. If the quantum system starts in the
ground state with »aa ˆ 1 and it begins to interact with a resonant ®eld, then
cb ˆ sin Obat=2 and ca ˆ cos Obat=2. The coherence evolves as cb > 0: it reaches a
maximum when Obat ˆ p=2, it becomes an excited state population when Obat ˆ p
and it then evolves back to the »aa ˆ 1 population. Between Obat ˆ 0 and p, the
system is absorbing light and between Obat ˆ p and 2p the system is emitting light by
stimulated emission. Observationally, one observes alternating dimming and bright-
ening of the excitation beam. This process is called optical nutation and O is the
angular Rabi frequency. The Rabi frequency is intensity dependent:

Oba ˆ ·baE

2a : …7†

For electronic transitions with a transition dipole moment of 1 debye, conventional
sources of 0.01 W cm2 have a linear Rabi frequency of 106 Hz, a time scale that is
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much longer than electronic relaxation processes. For the previous examples with
focused lasers of 3 £ 105 W cm¡2, 3 £ 109 W cm¡2 and 8 £ 1013 W cm¡2, the Rabi
frequencies are 8 £ 109, 8 £ 1011 and 1014 Hz. These frequencies can easily exceed the
10 ns lifetime of many electronic states so optical nutation becomes important. These
intensities are the regime of the dynamic Stark e� ect where saturation and line
broadening become important for electronic transitions. For vibrational transitions
with a transition moment of 0.03 debye, the Rabi frequencies for similarly focused
lasers are 2 £ 108, 2 £ 1010 and 4 £ 1012 Hz. Except for the very highest intensity,
these time scales are slower than typical vibrational dynamics so the dynamic Stark
e� ects occur only in the region where samples are damaged. It is therefore common
to treat the non-linear mixing processes perturbatively.

Liouville diagrams show the evolution of the coherences and populations when a
sample interacts with electromagnetic ®elds [2]. They are a powerful way to visualize
any spectroscopic process because they show how each transition changes the
coherences and populations. Consider a steady state coherence described by »ab as
it interacts with an electromagnetic ®eld, beginning at t ˆ 0 [4, 87]. The ®eld can
induce a transition on either the bra or ket of the coherence, thus changing either
state a or state b to a new state g. The new coherence will be either »gb or »ag. If the
initial steady state coherence is written as

»ab ˆ »0
ab exp ‰i…klasersz ¡ !lasert†Š; …8†

the resulting coherence will be either [143]

»gb ˆ
Oag»0

ab

2

exp fi‰…klasers ‡ k†z ¡ …!lasers ‡ !†tŠg
!gb ¡ …!lasers ‡ !† ¡ iGgb

³

‡ exp fi‰…klasers ¡ k†z ¡ …!lasers ¡ !†tŠg
!gb ¡ …!lasers ¡ !† ¡ iGgb

‡ exp …¡Ggbt† exp …¡i!gbt† ¡ exp ‰i…klasers ‡ k†zŠ
!gb ¡ …!lasers ‡ !† ¡ iGgb

»

¡ exp ‰i…klasers ¡ k†z
!gb ¡ …!lasers ¡ !† ¡ iGgb

¼´

‡ »gb…t ˆ 0† exp …¡Ggbt† exp …¡i!gbt† …9†

or

»ag ˆ
Obg»0

ab

2

exp fi‰…klasers ‡ k†z ¡ …!lasers ‡ !†tŠg
!ga ‡ …!lasers ‡ !† ‡ iGgb

³

‡ exp fi‰…klasers ¡ k†z ¡ …!lasers ¡ !t†Šg
!ga ‡ …!lasers ¡ !† ‡ iGgb

‡ exp …¡Ggat† exp …i!gat† ¡ exp ‰i…klasers ‡ k†zŠ
!ga ‡ …!lasers ‡ !† ‡ iGga

»

¡ exp ‰i…klasers ¡ k†zŠ
!ga ‡ …!lasers ¡ !† ‡ iGga

¼´

‡ »ag…t ˆ 0† exp …¡Ggat† exp …i!gat†: …10†
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Here, klasers and !lasers are the combinations of excitation wavevectors and
frequencies that created the »ab coherence, and !gb ² !g ¡ !b and Ggb are the
frequency and dephasing rate of the »gb coherence. These expressions assume weak
excitation ®elds, i.e. Oag ½ Ggb. The ®rst two terms in each expression are the steady
state values of the coherence and the last three terms are the transients. In the
rotating wave approximation, two of the ®rst four terms can be neglected depending
on whether the denominator !gb ¡ …!lasers ‡ !† or !gb ¡ …!lasers ¡ !† is closer to
resonance. These terms can either be resonant or antiresonant.

These expressions show several important characteristics. The coherence’s
magnitude is controlled by the Rabi frequency in the numerator and the resonance
factors in the denominator. Frequency domain spectroscopy uses the resonance
enhancement that occurs when the driving frequencies match the molecular
transitions. Time domain spectroscopy is based on the oscillations of the transient
terms at the molecular coherence’s frequency. Note that this frequency is the
di� erence in frequency between the two states in the coherence.

For the special case where »ab ˆ »aa and state g is more energetic than state a, the
steady state resonant terms in equations (9) and (10) are

»ga ˆ Oag exp ‰i…kz ¡ !t†Š»0
aa

2Dga
…11†

and

»ag ˆ ¡ Oag exp ‰i…kz ‡ !t†Š»0
aa

2Dag
…12†

respectively, where Dga ² !ga ¡ ! ¡ iGga. The exp …¡i!t† factor indicates an absorp-
tion transition and the exp …i!t† factor indicates an emission. The ket side transition
is an absorption (equation (11)) and the bra side transition is an emission (equation
(12)). For the special case where state g is less energetic than state a, the two resonant
terms are instead

»ga ˆ Oag exp ‰i…kz ‡ !t†Š»0
aa

2Dga
…13†

and

»ag ˆ ¡ Oag exp ‰i…kz ¡ !t†Š»0
aa

2Dag
…14†

respectively, where Dga ² !ga ‡ ! ¡ iGga. Now the ket side transition is an emission
and the bra side transition is an absorption. Notice that the subscripts of the
resonant denominator are identical to those of the coherence. Note also that both
bra side transitions introduced a negative sign.

These ideas provide some general guidelines for interpreting the frequencies and
resonances expected for a coherence pathway in a Liouville diagram [144, 145]. Each
coherence in a Liouville diagram is labelled by the two states composing the
coherence. Consider for example a series of resonant interactions with laser
frequencies !1, !2 and !3 that lead to the following sequence of coherences:
gg ! v 0g ! v 0v ! ev where the energy of each state increases in the order
g; v; v 0; e. Time domain spectroscopy directly measures the oscillations of each
coherence after creation so one expects coherence frequencies of !v 0g, !v 0v and !ev.
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In frequency domain spectroscopy, one measures the enhancements of the ®nal
coherence because of the resonance that creates each coherence. By successive
application of equations (11)±(14), one can show that, in the steady state and the
rotating wave approximation, the ®nal coherence can be written as

»ev ˆ ¡OgvOgv 0 Ov 0e exp fi‰…k1 ¡ k2 ‡ k3†z ¡ ‰…!1 ¡ !2 ‡ !3†tŠg»0
aa

8Dv 0gDv 0vDev
…15†

where Dv 0g ² !v 0g ¡ !1 ¡ iGv 0g, Dv 0v ² !v 0v ¡ …!1 ¡ !2† ¡ iGv 0v and Dev ² !ev¡
!4 ¡ iGev. There are three resonance enhancements that are given by Dv 0g, Dv 0v and

Dev.The Rabi frequencies re¯ect the transitions between each state in the pathway,
the resonance denominators re¯ect the states of each coherence and the wavevectors
and frequencies re¯ect the applied ®elds. The negative sign appears because there
was a single bra side transition in the pathway.

Processes that involve multiple transitions are classi®ed as parametric if only the
bra or ket state changes and non-parametri c if both the bra and ket states change
along the coherent pathways. The distinction is important because the output
coherence’s phase is di� erent for each process. If two coherences are simultaneously
present, either constructive or destructive interference occurs, depending on their
relative phases.

Example Liouville diagrams are shown in ®gure 4 for representative linear and
non-linear spectroscopies. The two letters label the bra and ket states of the
coherence and the numbers label the excitation ®eld. The ®gure also shows WMEL
diagrams that visualize the resonances [146]. Here, full and dotted arrows label the
ket and bra state transitions between the states identi®ed with letters while the ®nal
arrow is the output ®eld from the ®nal coherence. The initial population and the ®nal
coherence are each enclosed in a box. Linear refraction and absorption are simply
described by a single arrow to the output coherence in the Liouville diagram and a
single resonance in the WMEL diagram. Equation (11) describes the coherence
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Figure 4. The wave mixing energy level WMEL and Liouville diagrams that show the
resonances and coherence pathways for (a) absorption and refraction and (b) sum
and di� erence frequency TWM. The pairs of letters indicate the two states of a
coherence that is created by interaction with the ®elds labelled by 1±3. Full arrows
indicate ket side transitions where the ®rst state of the coherence changes while the
dotted arrows indicates a bra side transition where the second state of the coherence
changes. Boxes indicate the initial ground state population and the ®nal emitting
coherence.
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associated with linear refraction and absorption. The real part of the coherence
describes refraction and the imaginary part of the coherence describes absorption.
Interaction with other ®elds causes further changes of the coherence and results in
the non-linear spectroscopies.

The ®nal coherence is an oscillating charge which emits an output ®eld if it has a
dipole moment [2, 3, 111]. The non-linear polarization that is associated with the
oscillating charge is related to the coherence by

P ˆ NF …·ba»ba ‡ ·ba»ab† …16†

where N is the concentration of chromophores (cm¡3) and F is the local ®eld
enhancement factor, F ˆ …n2 ‡ 2†=3. The non-linear polarization launches a ®eld
that is determined by the equation:

@E0

@z
‡ n

c

@E0

@t
ˆ 2piF!P0

nc
ei ¢kz …17†

where Po is de®ned by P ˆ 1
2
‰Po ei…k 0z¡!t† ‡ Po¤

e¡i…k 0zˆ!t†Š and ¢k ² k 0 ¡ k is the
di� erence in the polarization and ®eld wavevectors. Equation (1) relates the electric
®eld magnitude to the output intensity.

2.3. Non-linear Spectroscopy
2.3.1. Experimental considerations

Experimentally, it is also important to consider the spatial dependence of the
non-linear polarization and the ®elds [2, 3, 87, 89, 111]. The non-linear polarization
and the electromagnetic ®eld that it launches have di� erent spatial modulations that
are characterized by the wavevectors. The non-linear polarization wavevector, k 0, is
the vector sum of the excitation beams’ wavevectors so

k 0 ˆ
X

i

§ki: …18†

The ki depend on the beam direction and the indices of refraction at the excitation
frequencies, !i. The ®eld that is launched by the non-linear polarization has a
wavevector that depends on the index of refraction at the output frequency. Since the
indices of refraction are generally di� erent at di� erent frequencies, the wavevector of
the non-linear polarization is di� erent from the ®eld that it launches. Thus, the non-
linear polarization and the output ®elds become out of phase and limit the ®eld that
can be created. Phase matching is performed by bringing the excitation beams
together at angles so the vector sum will match the ®eld’s wavevector. Since the
beams are now angled, there is a limited region where the excitation beams overlap
so the angled beams limit the mixing e� ciency.

The refractive index and absorption in a sample are frequency dependent and
change the multidimensional spectrum through the changing phase matching con-
ditions and e� ective mixing pathlength [147, 148]. These changes can distort line-
shapes and create new features that can be mistaken for multiresonant peaks. In
addition, there can be lineshape changes from coherent interference between non-
resonant and resonant signals. This interference often occurs in a sample because
there is always a background contribution from non-resonant electronic states. The
real part of this contribution is expected to dominate and it is often tempting to
subtract the window contribution from the sample background. However, there is a
subtle e� ect that becomes important when a thin sample is contained between thick
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windows. Since the windows and sample have di� erent refractive index dispersions,
it is not possible to phase match both materials simultaneously. In order to
understand these e� ects, consider a sample cell that has a glass window, the sample
solution and a second glass window. Scholten et al. described the dependence of
signal intensity (I4) on material properties [149] using the following formalism. We
assume there are three excitation beams (with intensities I1-I3) and we assume that
the windows are transparent to all four interacting beams [147, 148]:

I4 / I1I2I3jMsÀ
…3†
s ‡ MwÀ…3†

w j2: …19†

Ms and Mw are phase matching factors that depend on the window and sample
wavevectors (kwi

; ksi
) and on the sample absorption coe� cients (¬si

) at each
experimental frequency !i:

Ms ˆ ei ¢kw lw
ei…¢ks ls† e¡¢¬s ls ¡ 1

i ¢ks ¡ ¢¬s

» ´
; …20†

Mw ˆ ‰1 ‡ ei…¢ks ls‡¢kw lw† e¡¢¬s ls Š ei ¢kw lw ¡ 1

i ¢kw

³ ´
…21†

where

¢¬s ˆ ¬s1
‡ ¬s2

‡ ¬s3
¡ ¬s4

; …22†

¢ks ˆ ks1
¡ ks2

‡ ks3
¡ ks4

: …23†

In our experimental geometry k1 and k3 are collinear and k2 is angled at ³s. The
sample phase mismatch (¢ks) for this geometry is given in equation (6).

¢ks ˆ 2p
��������������������������������������������������������������������������������������������������������������������
…!1ns1

‡ !3ns3
†2 ‡ …!2ns2

†2 ‡ !2ns2
…!1ns1

‡ !3ns3
† cos …³s†

q
¡ 2p!4ns4

…24†

An analogous expression describes the window phase mismatch, ¢kw. These
equations describe the refractive index and absorption e� ects on the CMDVS
spectra.

If ¢kw 6ˆ 0, equation (21) shows that Mw can be complex so the net window
contribution can have imaginary character even if Àw is real. The phase mismatch of
the windows can therefore change the relative amounts of real and imaginary
character in equation (19) so the sample’s lineshape changes. These e� ects can be
important when there is inadequate discrimination against non-resonant non-linear
polarizations. These artifacts can occur in frequency domain spectroscopy where the
pulse lengths are long [147, 148] and in time domain spectroscopy when the delays
are near zero.

The non-linear output signal can be measured by homodyne or heterodyne
detection [9, 10, 80, 81, 150±157]. In homodyne detection, the output intensity is
measured directly and it is proportional to the squared electric ®eld strength through
equation (1). In heterodyne detection, the output electric ®eld is overlapped with
another reference electric ®eld that serves as a local oscillator and one measures the
resulting intensity. Since

I ˆ cn¹

4p
jEsignal ‡ Elocal j2; …25†
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there is a cross-term, EsignalElocal , that is linear in the signal ®eld and becomes large if
Elocal is large. If the local oscillator has a constant intensity, heterodyne detection
improves the detection sensitivity. One must simply discriminate between the signal
and local oscillator. Often the discrimination is achieved by chopping one of the
excitation beams so Esignal is modulated [12, 156, 158]. Measuring the signal with a
lock-in detector then discriminates against interfering signals that do not involve the
signal. The most important reason to use heterodyne detection is the ability to
measure independently the phase of the signal ®eld relative to the local oscillator.
Clearly, the signal and local oscillator must have the same frequency if they are to
have a constant phase relationship. In addition, the experimental system must be
stable enough to maintain a constant phase relationship within ¶/100 or better over
the course of the experiment in order to avoid excess noise and artifacts. One of the
most stable approaches uses di� ractive optics to generate multiple beams from a
single common beam [80, 81].

In time domain methods, the phases of the di� erent coherences are measured by
adjusting the time delays between excitation pulses. Jonas and coworkers described
the relationship between adjusting the phase directly and changing the time delays
[159, 160]. The time domain signal is then converted to the frequency domain by
Fourier transformation. The time domain signal may be apodized to improve the
resolution by increasing the weight of the long-time components but S=N is
degraded and artifacts can be introduced into the spectrum [12, 110]. The
apodization can also decrease the weighting and increase S=N but the resolution
is then degraded.

There can also be artifacts introduced in the data treatment. In stimulated
photon echo methods, the signal in the direction ¡k1 ‡ k2 ‡ k3 is measured in order
to take advantage of the rephasing of inhomogeneously broadened coherences where
the inhomogeneous broadening of the di� erent vibrational modes is correlated.
Here, k1 is the k vector of the ®rst excitation beam. If the ®rst time delay, t12, is
moved to negative values so the ®rst and second excitation beams exchange places;
one is then measuring the signal at ¡k2 ‡ k1 ‡ k3. This signal corresponds to a
virtual echo which does not rephase if the inhomogeneous broadening of the
di� erent modes is correlated (see later discussion). Often, the virtual echo is ignored
and only signals with t12 > 0 are considered for the Fourier transformation.
However, it has been pointed out that the neglect of the t12 < 0 data causes
distortions of the lineshape after the Fourier transformation [106]. The distortion
can result in a misinterpretation of the inhomogeneous broadening.

Ghosting artifacts can also be introduced into time domain spectra if there are
periodic positional errors in the translation stages used to change the time delays.
When the periodic errors are Fourier transformed, they give rise to ghost peaks that
are analogous to the ghosts that are seen in mechanically ruled di� raction gratings
[10].

2.3.2. Three-wave mixing spectroscopy
Sum and di� erence frequency spectroscopy are the non-linear processes possible

with TWM [134, 161]. Two excitation beams (!1 and !2) are focused into an
anisotropic sample and new ®elds are created at the sum and di� erence frequencies
(!3 ˆ !1 § !2). The requirement for anisotropy gives TWM methods their superb
surface selectivity. Second-harmonic generation and optical recti®cation are special
cases of sum and di� erence frequency spectroscopy where the two excitation beams
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have the same frequency [13, 15, 69]. The coherence pathways responsible for TWM
are shown in ®gure 4(b) [162±164]. Sum frequency spectroscopy is a parametric
process with a single path to the »cg output coherence (see ®gure 4(b)). Di� erence
frequency spectroscopy is a non-parametri c process with two paths to the output »ba

coherence. These two pathways can interfere if their coherences overlap in space and
time. Experimentally, the !1 frequency has always been larger than typical
vibrational frequencies so the output signals appear in the visible and are easily
detected. However, this choice does not allow resonance with two vibrational modes,
as required for a 2D DOVE TWM process. If !1 is vibrationally resonant in a 2D
DOVE TWM experiment, the output frequency appears in the infrared, which is
more di� cult to detect. This problem may account, at least partially, for the lack of
2D DOVE TWM experiments.

The magnitude of the coherence generated by each pathway depends on the ratio
of the product of the Rabi frequencies of the three transitions to the product of the
detuning factors for the two resonances [162±164]. For sum frequency spectroscopy
in the steady state,

»cg ˆ OgbObc

4DbgDcg
…26†

where Dbg ˆ !bg ¡ !1 ¡ iGbg and Dcg ˆ !cg ¡ !1 ¡ !2 ¡ iGcg while for di� erence
frequency spectroscopy,

»ba ˆ ¡ OgbOga

DgaDba

¡ OgbOga

DbgDba

ˆ OgbOga

D¤
agDba

¡ OgbOga

DbgDba

…27†

where D¤
ag ˆ !ag ¡ !2 ‡ iGag and Dba ˆ !ba ¡ !1 ‡ !2 ‡ iGba:

In these calculations, one must perform a sum over all the possible states. The
states can be resonant or non-resonant. The implementation of sum and di� erence
frequency spectroscopy rests on the choice of states. The states a, b and c can be
either electronic or vibrational . Non-resonant electronic states would be considered
virtual states in the language of Raman spectroscopy. There are three choicesÐall
the states can be electronic, one state can be vibrational and one electronic or all can
be vibrational . The excitation frequencies can be resonant or non-resonant with any
of the states. Non-resonant excitation is usually indicated on WMEL diagrams by
dotting the upper state level. Experimentally, all of the sum and di� erence spectro-
scopies performed thus far have used either electronic states for every transition or a
single electronic state and a vibrational state. The latter case allows sum frequency
spectroscopy to perform 1D vibrational spectroscopy selectively on surfaces [13, 15,
65±69, 161, 165]. The resonances require one infrared absorption transition and one
Raman transition, both involving the same vibrational mode. Since only one mode is
involved, the spectra have the same information as 1D infrared/Raman spectra and
CMDVS spectroscopy is not possible.

On the other hand, if the a and b states in the ®gure 4 WMEL diagrams are
vibrational modes, sum frequency spectroscopy will have three transitions, g ! b,
b ! c and c ! g. For DOVE, at least one of these transitions must involve a
combination band. For example, let ji; ji represent the vibrational quantum numbers
of a and b states. The three transitions could then involve the sequence
j0; 0i ! j1; 0i ! j1; 1i ! j0; 0i so the ®rst two transitions are fundamentals with

¢v ˆ §1 but the ®nal transition requires a combination band where two vibrational
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quantum numbers must change. The combination band transition is a double

vibrational quantum excitation. In this example, state c is a combination band of
states a and b. If this process is to be observed, the combination band would need a

reasonable intensity. There are other approaches as well. Figure 5 diagrams the
changes in vibrational quantum numbers for the three transitions under di� erent

choices of resonance conditions. The system starts in the state indicated by the

square and the transitions change the vibrational quantum numbers. The axes are

the vibrational quantum numbers of coupled vibrational modes. The diagonal
arrows are combination bands and the other arrows are fundamentals. The numbers

label the transitions, not the ®elds inducing the transitions. Conservation of energy
requires closed ®gures.

In di� erence frequency spectroscopy, there are also two vibrational states and

three transitions, g ! a, g ! b and b ! a. Again, at least one of these transitions
must involve a combination band for DOVE. As an example, the three transitions

could involve the sequence j0; 0i ! j1; 0i; j0; 0i ! j0; 1i and j1; 0i ! j0; 1i. The ®rst

two transitions are again fundamentals with ¢v ˆ §1 and the ®nal transition is a
combination di� erence band where two vibrational quantum numbers must change.

The combination transition in this case is a zero vibrational quantum transition since

one mode increases by 1 while the other decreases by 1. Figure 5 diagrams the
changes in vibrational quantum numbers for the three transitions under di� erent

choices of resonance conditions [143].

The magnitudes of the sum and di� erence frequency coherences are related to
each other. They both involve infrared transitions where ¢v ˆ ‡1 for vibrational

modes a and b (note that the b ! c transition for sum frequency generation has

¢v ˆ ‡1 for mode a since c ˆ a ‡ b) and a combination band involving either the
sum or di� erences of modes b and a. A sum and a di� erence combination band have

the same transition strength [166]. The similarity of the transitions suggests that the

DOVE sum and di� erence spectroscopies should have similar strengths. The primary
di� erence lies in how the anharmonicities a� ect the transition strengths and the

output frequencies. For example, di� erence frequency spectroscopy involves the

g ! a transition whereas sum frequency spectroscopy involves the b ! …a ‡ b†
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Figure 5. The arrows show the changes in the two vibrational quantum numbers, ¸1 and ¸2,
that occur during the three transitions in a sum and di� erence frequency experiment
for DOVE TWM.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
4
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



transition if state c is the (a ‡ b) combination band. The two cases di� er in whether
the excitation of the a mode occurs from the unexcited ground state or an excited b
mode. The di� erences are the result of the change in the oscillator strength that is
caused by the anharmonicity when modes a and b are excited.

In both sum and di� erence frequency spectroscopy, cross-peaks between two
di� erent modes can only be observed if there is mode coupling. Excitation of one
mode causes changes in the molecule’s electronic structure that a� ect a second mode
so the second mode experiences modulations at the frequency of the ®rst mode and
vice versa. The mode coupling causes combination bands and anharmonic shifts in
the combination band energy relative to the sum of the two coupled fundamentals. It
is this coupling that provides DOVE with its sensitivity to intra- and intermolecular
interactions.

The shape of DOVE spectral features depends on the resonances in the coherent
pathways shown in ®gure 4. The lineshapes for the DOVE sum frequency pathway
and the two DOVE di� erence frequency pathways are shown in ®gure 6. The DOVE
sum frequency lineshape has a vertical symmetry along one axis and a negatively
sloped symmetry along the other axis because the Dag and Dcg resonances depend on

!1 and !1 ‡ !2 respectively. The shapes for both DOVE di� erence frequency
pathways have a positively sloped diagonal character because each has a Dba

resonance that depends on !1 ¡ !2. They di� er because one pathway has a Dbg

and the other a D¤
ag resonance factor that depend on !1 and !2 respectively. The non-

linear polarizations from the two pathways interfere so the observed lineshape
depends on the relative contributions from each pathway. The relative contributions
depend on the relative dephasing rates for each transition and the time ordering of
the excitation pulses [143].

One of the most important factors in achieving high resolution with CMDVS is
the ability to narrow broad, inhomogeneous lines. If inhomogeneous broadening is
present in a sample, DOVE sum and di� erence frequency spectroscopies are
expected to have di� erent line-narrowing abilities [162±164]. Line narrowing is
based on the selective enhancement of particular molecular transitions within an
inhomogeneous line pro®le through double resonances with a subset of the mol-
ecular ensemble [145, 167]. For frequency domain spectroscopy in the steady state
where the laser excitation is long compared with the dephasing times, an excitation
within an inhomogeneously broadened transition will cause an enhancement of the
resonant molecules but only a pre-resonance enhancement of the more numerous
non-resonant molecules. The second excitation can create a double vibrational
enhancement for the resonant molecules but only a single enhancement for the
pre-resonant molecules. One might expect that the double enhancement would
dominate and a sharp, line narrowed feature would be seen from the doubly
resonant molecules. In fact, the situation is more complex because one must account
for interference between the resonant and the near-resonant molecules [4, 56].

The resonant and near-resonant subsets of molecules will contribute non-linear
polarizations which can add constructively or destructively [4, 168]. If they interfere
destructively, the individual pre-resonant molecules have a smaller contribution but
their greater numbers make the net contribution equivalent to the smaller number of
doubly enhanced molecules. Together, the singly resonant contributions suppress the
doubly enhanced contribution so that it does not dominate. The inhomogeneously
broadened envelope is still observed and line narrowing does not occur. On the other
hand, if they interfere constructively, the individual pre-resonant molecules augment
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Figure 6. Simulations of the sum and di� erence frequency spectra for DOVE TWM with
two vibrational modes. The two di� erence frequency spectra correspond to the two
coherence pathways shown in ®gure 4. The multiple colour bars indicate the intensity
of the output signal.
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the doubly enhanced molecules’ contribution so a line-narrowed feature is observed
riding on top of an inhomogeneous envelope.

The interference depends on the relative signs of the real and imaginary parts of
the resonance factors in the output coherence and on the relative shift of the two
resonant levels that is caused by the inhomogeneous broadening [4, 168]. If the
inhomogeneous broadening perturbation causes correlated shifts of the two resonant
levels, then DOVE di� erence frequency spectroscopy produces coherences that
constructively interfere and give line narrowing while DOVE sum frequency spectro-
scopy produces coherences that destructively interfere and do not give line
narrowing. On the other hand, if the inhomogeneous broadening perturbation
caused anticorrelated shifts in the two resonant levels, the DOVE sum frequency
spectroscopy gives line narrowing and the DOVE di� erence frequency spectroscopy
does not give line narrowing.

Although vibrational enhancements were ®rst observed in TWM, TWM has not
been used for CMDVS, even though TWM is the lowest-order process where DOVE
mixing is possible. In TWM, the two excitation beams could have two vibrational
resonances and three infrared transitions including the output transition. At least
one of those transitions would require involvement of a combination band.
However, current research has only used SIVE processes where there is one infrared
vibrational transition and one Raman transition (remember that a Raman transition
requires two transitions that each involve a real or virtual electronic state) [13, 15,
69].

2.3.3. Four-wave mixing spectroscopy
FWM can be accomplished in many ways and consequently there are many

names associated with FWM techniques [2, 3, 111, 168]. This proliferation generates
confusion but, in fact, they all can be understood with a common framework. For
CMDVS, we will classify the FWM methods according to the number of vibrational
resonance enhancements because the number of vibrational resonances is the most
important factor that determines a technique’s characteristics. One must remember
that two or more vibrational resonances are required for CMDVS. Thus, SIVE,
DOVE and TRIVE will designate all methods with singly, doubly or triply
vibrationally enhancements.

2.3.4. Frequency tripling and two-photon absorption
Figure 7 summarizes many of the most common FWM methods. In these cases,

three excitation beams are focused into a sample and new ®elds are created at all the
possible sum and di� erence frequencies

!4 ˆ §!1 § !2 § !3 …28†

where !i and !j can be equal. There are three possible resonances with electronic or
vibrational states.

The ®rst example in ®gure 7(a), frequency tripling, typically uses only electronic
resonances and it is not commonly used for spectroscopy. Spectroscopic applications
of frequency tripling are hampered by the inability to provide phase matching in
most materials and by the breadth of excited electronic state transitions. It has been
used for imaging applications [169].

The second example in ®gure 7(a) is two-photon absorption spectroscopy. Often,
two-photon absorption is performed with a single laser frequency. There are three
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possible resonances but, commonly, the resonances involve non-resonant virtual
states with the possible exception of the resonance with the highest energy state.
Two-photon processes involving only virtual states are the dominant source of non-
resonant background in FWM experiments. Two-photon absorption has been used
for spectroscopy but it has recently found wide application for selective non-linear
imaging because of its spatial resolution and gentle treatment of biological samples
[170±172].

2.3.5. Coherent and incoherent raman and ¯uorescence spectroscopies
The most common non-linear spectroscopies are the family of coherent Raman

spectroscopies that use one, two or three excitation source(s) for the di� erent ®elds.
CARS and coherent Stokes Raman spectroscopy (CSRS) are usually done with two
excitation frequencies to create an output at !4 ˆ 2!1 ¡ !2 and !4 ˆ 2!2 ¡ !1

respectively, where !1 > !2 [173]. If three lasers are used, one can also use multiply
enhanced non-parametri c spectroscopy (MENS ) and multiply enhanced parametric
spectroscopy (MEPS) for coherent Raman spectroscopy as described in previous
publications [4, 49±51, 56]. Vibrational resonance occurs when j!1 ¡ !2j ˆ !ag. We
previously described multidimensional spectroscopy at low temperatures where the
electronic transitions are sharpened and vibronic structure is resolvable [4]. Under
these conditions, one can achieve multiplicative vibrational and vibronic resonances
so that line narrowing, component selection and mode selection are all possible.

Coherent multidimensional vibrant spectroscopy 205

Figure 7. WMEL and Liouville diagrams for di� erent non-linear processes. (a) Frequency
tripling and DOVE IR. (b) Fluorescence and Raman. (c) Degenerate FWM including
examples of the photon echo (left hand diagram) and the virtual photon echo (last
two diagrams).
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The CARS, CSRS, MENS and MEPS methods created a new output frequency

but FWM also can result in an output that has the same frequency as the input
frequencies [168, 174]. Figure 7(b) shows non-linear methods with two frequencies
that produce outputs at !4 ˆ !1 ¡ !2 ‡ !3 ˆ !1 when !2 ˆ !3 and !4 ˆ !2 when

!1 ˆ !3. These methods become resonant when j!1 ¡ !2j ˆ !ag. These diagrams
correspond to Raman loss and Raman gain spectroscopy. When a vibrational
resonance occurs, the !1 beam dims and the !2 beam brightens as the vibrational

resonance mediates energy transfer between the two beams and simultaneously
excites vibrational modes [32]. Raman loss spectroscopy is also called the inverse

Raman e� ect when the !1 beam is broad and an absorption feature at the Raman
frequency appears within the broad !1 spectral pro®le from the loss of photons at the
position where !1 ¡ !2 ˆ !ag. Raman gain spectroscopy is also called stimulated

Raman scattering because the presence of !2 photons stimulate the emission of more

!2 photons when !1 ¡ !2 ˆ !ag. Often, stimulated Raman occurs where there is no
excitation at !2 originally but the vacuum ¯uctuations provide it nonetheless and an

!2 beam is created by ampli®cation of the vacuum ¯uctuations [174].
These methods are related to traditional ¯uorescence and common old ordinary

Raman spectroscopy (COORS) methods [32]. First, the vacuum ¯uctuations are
responsible for spontaneous Raman and ¯uorescence spectroscopies. Here, the
vacuum ¯uctuations again drive the Raman and ¯uorescence processes by supplying

photons at !2. Second, the diagrams in ®gure 7(b) have two pathways that contain
the »cc population and one that involves only coherences. The two pathways that
involve the »cc population correspond to spontaneous ¯uorescence when !2 is only a

vacuum photon from zero point ¯uctuations and to stimulated emission when there
is an !2 ®eld. The gg ! gc ! ga ! ca pathway that involves only coherences

corresponds to both ¯uorescence and COORS [2].

2.3.6. Fully degenerate four-wave mixing methods
Examples of the fully degenerate family of FWM methods are shown in ®gure

7(c). The diagram is deceptively simple. Only two states are involved and the ®elds
are identical. Although the diagrams look simple, they include a wide range of

methods including pump±probe methods, stimulated photon echo, photon echo,
virtual photon echo, three-pulse stimulated photon echo peak shift, transient
grating, inverse transient grating, AC Kerr e� ect, phase conjugation, self-focusing

and self-phase modulation [2, 3, 113, 175]. Self-focusing and self-phase modulation
are processes that occur in a single beam because the refractive index is intensity
dependent. Self-focusing results from the spatial variation in refractive index where

the more intense beam centre has a lower refractive index and lensing occurs. Self-
phase modulation results from the temporal variation where more intense parts of

the beam experience a lower index of refraction and speed up to overtake less intense
parts of the beam, thus introducing new frequencies. These two processes play an
important role in non-linear spectroscopy because they often limit the highest

intensities that can be used in a sample.
The other processes are done in the time domain and involve multiple beams.

Three ultrafast pulses are brought into a sample at di� erent times and di� erent

angles. The time between the i and j pulses is tij . The ®eld labels (i and j) specify the
time ordering instead of the frequencies since now the excitation beams have the

same frequency.
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The simplest of these processes is the pump±probe experiment where a pump
beam perturbs the sample and a probe beam interrogates the changes caused by the
pump beam. Figure 8 shows that the pump causes two simultaneous excitations
(t1 ˆ 0) that create the populations »vv and »gg when v 0 ˆ v and coherences »v 0v

when v 0 6ˆ v. The population di� erences are probed at a later time, t2, by a probe
pulse. The output created by the »vg, »v 0g and »v 00v coherences appears in the direction
of the probe pulse and is naturally heterodyned with the probe pulse. This method is

not actually a coherent spectroscopy since it involves incoherent populations but it
can provide complementary information to a coherent experiment.

A coherent spectroscopy is possible by using the phase matching conditions to
isolate particular output beams. Three ultrashort excitation beams are directed into a
sample at di� erent angles and new output beams are created in new directions. We
consider two directions de®ned by the phase matching vector sums k4 ˆ
¡k1 ‡ k2 ‡ k3 and k4 ˆ ‡k1 ¡ k2 ‡ k3. The ®rst corresponds to a stimulated photon
echo and the second to a virtual photon echo [175]. The di� erence can be understood
by examining the diagrams for the two processes in ®gure 7(c). The stimulated
photon echo generates a »ga coherence after the ®rst step and a »ag after the third
step. The »ga and »ag coherences are complex conjugates and their temporal phases
are controlled by exp …¡i!agt† and exp …‡i!agt†, respectively. In an inhomogeneous
sample, di� erent molecules have di� erent !ag transition frequencies so their

coherences dephase during the time t12 after their initial creation. However, if the
molecules retain their same frequencies before the conjugate coherence is created, the
molecules’ conjugate coherence will rephase at a time t34 equal to t12. The intensity of
the ensemble becomes large because there is a phased emission at that point in time.
If the transition frequencies change in the intervening time because of a change in
their environment, the time required to rephase is di� erent and the echo shifts in
time. This e� ect forms the basis for the three-pulse stimulated photon echo peak shift
method of probing the dynamics of the environment [176±180].

The virtual echo creates a natural reference for the stimulated photon echo [177,
179, 180]. Referring back to ®gure 7(c), the virtual echo creates an initial »ag

coherence and, later, a second »ag coherence. Since the two coherences have the
same time dependence …exp …¡i!agt††, they cannot rephase in an inhomogeneously
broadened system (the name virtual echo arises because the echo forms at

inaccessible negative times). The virtual echo serves as a natural reference for the
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Figure 8. Flow of coherence for a pump±probe experiment for the (a) cases when the pump
precedes the probe and (b) vice versa. The notation 1 and 1¤ labels absorption and
emission transitions, respectively.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
4
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



stimulated photon echo. By monitoring both the k4 ˆ ¡k1 ‡ k2 ‡ k3 and the
k4 ˆ k1 ¡ k2 ‡ k3 signals, one can accurately measure temporal di� erences between
the stimulated and virtual photon echo signals as a function of the intervening time,
t23, between the two coherences. During t23, ®gure 7(c) shows that the system is
pursuing two pathways between the initial and conjugate coherence, one involving

»gg and the other »aa. The phase information about the »ga coherence is encoded and
stored in the population di� erence, »aa ¡ »gg, during time t23. Figure 9 shows an
example of the shift between the stimulated photon and virtual photon echo signals
for a speci®c t23 [181]. It also shows the peak shifts as a function of t23. The latter
graph is a direct probe of the environmental dynamics. This technique is called three-
pulse stimulated photon echo peak shift (3PEPS). A variation on this technique
called three-pulse photon echo short-time slope (3PESS) is a direct measure of the
solvation correlation function [182].

Other methods are special cases of the stimulated photon echo and virtual
photon echo [113, 175]. Photon echo methods are stimulated photon echo experi-
ments where t23 ˆ 0. Transient grating methods are either stimulated photon echo or
virtual echo experiments where t12 ˆ 0. In this case, the interference between the
beams forms a grating that modulates the sample’s refractive index and/or
absorption and pulse 3 probes the dynamics of the grating relaxation. Reverse
transient grating methods are virtual echo experiments with t23 ˆ 0.

2.3.7. Relationships with NMR
It is insightful to compare NMR experiments with CMDVS. The aligned and

anti-aligned orientations of 1/2 nuclear spins in a magnetic ®eld create the ground
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Figure 9. Three-photon SPE peak shift measurement of N; N-bis-dimethylphenyl-2,4,6,8-
perylenetetracarbonyl diamide (PERY) in benzene. The t23 delay time is ®xed at the
values indicated for the left-hand signals while the t12 delay times are scanned. The
two curves correspond to the virtual photon echo at ‡k1 ¡ k2 ‡ k3 and the SPE at
¡k1 ‡ k2 ‡ k3 . The right-hand graph shows the peak shift between the two curves as
a function of t23 for short times and long-times (see insert). Reproduced with
permission from reference [181].
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and excited states in NMR [183, 184]. An aligned spin can be inverted by driving it

with a resonant r.f. ®eld. The r.f. ®eld causes the spin to precess around the external
®eld at the Larmor frequency as the r.f. ®eld tips the magnetization. The tip angle

continues to increase as shown in ®gure 10, the familiar rotating frame where the x, y
and z axes re¯ect the spin system’s in-phase, out-of-phase (relative to the driving r.f.

®eld) and population (i.e. n" ¡ n#) di� erence respectively. The arrow shows how the
net magnetization rotates about the x axis and progresses from aligned to

orthogonal to anti-aligned to orthogonal with the opposite phase as before and
back to aligned. The frequency of this cycle is the Rabi frequency. If the r.f. pulse is

turned o� when the magnetization lies along the ‡y axis, it is a p=2 pulse since the
magnetization is 1/4 of the way through the entire cycle. If the spin is inverted, it is a

p pulse. Between 0 and p, the spin system is absorbing energy. Between p and 2p, it is
emitting energy. The spin’s precession depends on maintaining its phase and

magnetization. Relaxation of the phase by interactions with the environment is
characterized by the dephasing time, T2. Relaxation of the magnetization is

characterized by the population relaxation time, T1. These relaxation times are
typically in the millisecond range.

A central tool in NMR is the spin echo [183, 185]. A p=2 pulse creates a
coherence aligned along the y axis in ®gure 10. After a delay time, t12, during which
the coherences can dephase, a p pulse is applied to create the conjugate coherence.

The conjugate coherence rephases and an echo appears after a delay time equal to

t12. By incrementing t12 and measuring the echo intensity, one can determine the
dephasing rate without complication from inhomogeneous broadening a� ecting the
measurement.

In CMDVS, the correspondences to the up and down spin states are ground and

singly excited vibrational modes. Instead of a two-state system, all vibrational
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Figure 10. Spin echo experiment for a nuclear spin in the rotating frame.
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quantum numbers are allowed. The connection to the coherent non-linear vibra-
tional experiments is established through the quantum mechanical description of
spin coherences. A spin coherence for a spin 1/2 system is de®ned by

jC…t†i ˆ c"…t† exp …i!"t†j "i ‡ c#…t† exp …i!#…t†j #i ‡ c:c: …29†

Since the spin and vibrational coherences have the same form, one can use ®gure 10
to describe vibrational coherences as well. The aligned spin would be analogous to
the ground vibrational state and the anti-aligned spin would be analogous to the
singly excited vibrational state. Figure 10 for vibrational coherences, however, does
not have the same intuitive picture as a time-dependent spin orientation. Instead, the
diagram visualizes the changes in the in-phase and out-of-phase components of the
coherence, the population di� erences and the coherence magnitude. Thus, resonant
optical nutation can be visualized as a vector rotating around the x axis in ®gure 10
at the Rabi frequency. It can also be visualized using the Liouville diagrams where it
corresponds to the pathway gg ! gv ! vv ! vg ! gg ! etc:, but one must use
caution with the Liouville diagrams because they are based on a perturbative
treatment that fails in the limit of strong ®elds that apply for ®gure 10. Thus, the
Liouville pathways describe the weak ®eld limit that is required for this review while
the rotating frame picture describes the high ®eld limit that is appropriate for spins.

The amplitude, pulse width and phase of the r.f. pulses in NMR must be carefully
controlled to obtain p/2 or p pulses in the strong ®eld limit. In CMDVS, there are
two ways to create vibrational coherences. One can control the amplitude and pulse
width in direct analogy with the strong ®eld limit but this is much harder to achieve
with optical pulses [102, 186, 187]. It is more common to control the coherences in
the Liouville picture by selecting the process of interest with the phase matching
conditions [113, 175]. The key is realizing that each step in the coherence pathway is
equivalent to a p=2 pulse. Thus, the initial generation of a coherence by gg ! gv
represents a p/2 pulse and the inversion of a population by gg ! gv ! vv represents
an overall p pulse. The focused lasers create all possible coherences and the
experimenter selects the coherent process of interest by the phase matching con-
dition. Thus, the stimulated vibrational photon echo is created by a series of three
p=2 pulses with the phase matching condition k4 ˆ ¡k1 ‡ k2 ‡ k3 and this choice
selects the pathways gg ! gv ! vv ! vg and gg ! gv ! gg ! vg. The vibrational
photon echo is a subcase where the k2 and k3 overlap in time.

There are three major factors controlling a spin’s Larmor frequencyÐthe nature
of the nucleus, the chemical shift and the spin±spin coupling [183]. Di� erent nuclei
have di� erent magnetic moments. Di� erent chemical environments also shift the
Larmor frequency (chemical shifts). If a nearby nuclear spin interacts by spin±spin
coupling, the spin’s Larmor frequency is changed depending on whether the
neighbour is aligned or anti-aligned. In this interesting case, one can manipulate
the Larmor frequency by controlling the neighbouring spin. If the coupled nuclei are
identical, the coupling is homonuclear and, if they are di� erent, the coupling is
heteronuclear.

In CMDVS, the analogy to the chemical shift is the energy of the vibrational

mode, which is ®xed by the intramolecular interactions and masses. The analogy to
the spin±spin coupling is anharmonic mode coupling between a mode and other
modes. The coupled modes would be `homomodal’ if they involved similar modes

like a series of coupled CÐÐO stretch modes in a polypeptide and `heteromodal’ if
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they involved di� erent modes like the CÐÐÐN stretch and C±C stretch in acetonitrile

(CH3CN).

NMR has a large family of powerful methods for extracting detailed information

about molecular structure and dynamics [183, 184]. Multidimensional NMR is used

extensively for structural studies of complex systems. For homonuclear systems,
COSY (homonuclear correlated spectroscopy) and its relatives are the most common

and useful methods. Here, an initial p/2 pulse excites spin coherences on each of the

spins and a second p/2 pulse perturbs the coherences after a delay time t12. The

perturbed coherence is monitored by its free induction decay during the time t23 after

the second pulse. A double Fourier transform over t12 and t23 creates a 2D spectrum

containing cross-peaks from all the coupled spins.

To understand COSY, let us ®rst watch a single spin coherence that is created

after the ®rst p=2 pulse [183±184]. During the t12 delay time, the coherence will
dephase in the x; y plane of ®gure 10. If it is aligned with the ‡y axis in ®gure 10

when the second p=2 pulse arrives, it becomes an inverted population (arrow points
along ¡z in ®gure 10). If it is aligned along ¡y, it returns to the original population.

Neither of these two cases results in an emitting coherence because the system is in a

pure population state. However, if the coherence is aligned at other positions in the

x; y plane, part of the coherence will remain and a signal will continue to be

observed. Thus, one expects that the signal will be modulated as a function of t12.

However, one must not forget that the populations of all the spins that are coupled

to our spin have been perturbed as well so the number of our spins with a particular

orientation of neighbours is being modulated at a frequency that re¯ects the
dephasing of those neighbours. It is this perturbation of the neighbours on our spin

that carries the frequency information about the neighbouring spins onto our spin

[183, 184].

There are comparable NMR methods for heteronuclear systems such as 1H±13C

NMR where di� erent nuclei are excited by pulses with di� erent centre frequencies

[183, 184]. For example, heteronuclear correlation spectroscopy (HETCOR) is the

heteronuclear equivalent process where the two p=2 pulses drive the 1H nuclei in the

same way as the COSY experiment but the 13C are also driven, ®rst with a º-pulse to

refocus the 1H spins and a p=2 pulse to create the 13C signal. By varying the delay
between the 1H p=2 pulses, one can modulate the populations of the 1H that couple

to the 13C spins and thus modulate the 13C signal at a rate that is determined by the
1H resonances.

A second approach to multidimensional NMR rests on creating multiple

quantum coherences where multiple spins are simultaneously excited. A multiple

quantum coherence can only be excited if the spins are coupled. Incredible natural

abundance double quantum transfer (INADEQUATE) is an example of such a

method [183, 184]. The multiple quantum coherence cannot be excited directly since
only single spin ¯ips occur in normal NMR experiments but the e� ects of the

multiple quantum coherence can be measured by allowing the system to exist in the

multiple quantum state before transforming it to a single quantum coherence that

can be detected. Similarly, the double quantum vibrational coherence in CMDVS

involves excitation of two coupled modes. In vibrational spectroscopy, this excita-

tion appears as combination bands that result from anharmonicity between modes.

Thus, unlike NMR, it is possible to excite double vibrational coherences directly

through the combination bands.
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3. Coherent multidimensional vibrational spectroscopies
3.1. Fully degenerate FWM

Fully degenerate FWM becomes a TRIVE spectroscopy when the excitation is

resonant with a vibrational state. The ability to perform CMDVS depends on how it
is implemented. The time delays between pulses 1, 2 and 3 and the output, 4, are
indicated by t12, t23 and t34. There are six related methods that involve fully

degenerate FWMÐpump±probe [107, 188], heterodyned pump±probe [108], vibra-
tional photon echo (VPE) [70, 71, 189, 190], heterodyned photon echo (HPE) [9, 10,

109, 191], stimulated photon echo (SPE) [11, 192] and heterodyned stimulated
photon echo (HSPE) spectroscopies [9, 10, 12, 110, 191]. For the pump±probe
experiment, t12 ˆ 0 and one measures ¢A for the probe. For the heterodyned pump±

probe experiment, t12 ˆ 0 and one measures the modulation in ¢A for the probe as a
function of t23. For the VPE, t23 ˆ 0 and one measures the echo signal as a function

of t12: For the HPE, t23 ˆ 0 and one measures the modulation in the echo signal as a
function of t12 and t34. For the SPE, all tij > 0 and one measures the echo as a
function of t12. Finally, for the HSPR, all tij > 0 and one measures the echo signal as

a function of t12 and t34: The latter is a true time domain CMDVS.

3.1.1. 2D Pump-probe experiments

Pump±probe methods detect the di� erences in the probe absorbance, ¢A, that
are caused by the presence of the pump. They are not really coherent spectroscopies
but they can provide 2D vibrational spectra which show cross-peaks between

correlated vibrational states. They rely on sensing the di� erences in the probe
intensity caused by the presence of the pump pulse. The 2D vibrational pump±

probe experiment is actually quite complex because of its many di� erent pathways.
Figure 8 shows two sets of diagrams for the pathways. The top diagrams show the
coherence pathways when the pump excitation precedes the probe. The diagrams

show the pump ®elds (labelled by 1 and 1¤) acting twice followed after a time t1 by
the probe ®eld (labelled by 2). The di� erent time orderings for the two pump ®elds
are not distinguished in the pump±probe experiment. The v and v 0 in the diagram

may be the same mode or they may be coupled modes located at di� erent molecular
sites. Thus, v 0v can indicate both a population when v 0 ˆ v and a coherence when

v 0 6ˆ v. The v 00 state is an overtone (if v ˆ v 0) or a combination band of v and v 0 (if
v 6ˆ v 0). The ®nal coherence oscillates during the time t2.

The pump±probe experiment measures the changes in populations and coher-
ences that are formed after the pump. The probe signal increases because of
bleaching of the ground state absorption and stimulated emission from vibrationally

excited states and decreases because of excited state absorption to overtones and
combination bands [107, 188]. The two pathways that proceed through the »gg

intermediate population (see ®gure 8) are not distinguished in the pump±probe

experiment and they correspond to bleaching of the probe’s absorption. The »gg

population does not have an oscillatory component during the t1 time. The four

pathways that proceed through the »v 0v coherence correspond to stimulated emission
if they end at the »v 0g (two pathways) or excited state absorption if they end at »v 00v

(two pathways). The »v 0v coherence oscillates at !v 0v during the t1 time. All six

pathways are interrelated because they involve common coherences and/or popula-
tions so the polarizations created by each pathway interfere [107, 188]. The ®nal

coherences, »v 00v and »v 0g, produce ®elds that oscillate at !v 00v and !v 0g during time t2.
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In the detection step, these ®elds heterodyne with the probe pulse to create the
measured signal [108].

The bottom diagrams in ®gure 8 show the coherence pathways for the probe±
pump experiment when the probe precedes the pump (an additional diagram is
needed for when the pump and probe overlap because the probe can occur between
the two pump interactions) [107, 188]. In this case, the probe excites a free induction
decay of vibrational coherence and the pump excitation perturbs it. For perturbed
free induction decay, the absorption, stimulated emission and excited vibrational
state absorption pathways still contribute in similar ways but, in addition, two-
photon vibrational absorption becomes important. The two-photon vibrational
absorption pathways are those with the »v 00g intermediate coherence and either the

»v 0g or the »v 00v ®nal coherences. The perturbed free induction decay is important for
t1 < 0 and can cause artifacts that complicate the pump±probe spectrum [107, 188].

Hamm et al. performed several di� erent pump±probe experiments on the ®ve
CÐÐO stretch modes of a cyclic pentapeptide. The normal infrared absorption
spectrum is shown in ®gure 11(a) [107]. The ®ve CÐÐO fundamentals are located
at 1584, 1610, 1620, 1648 and 1673 cm¡1. Figures 11(b) and (c) show the ¢A values
in a normal pump±probe experiment with perpendicular and parallel polarizations
for the pump and probe and a probe delay time of t1 ˆ 800 fs [107]. The pump had a
linewidth of 12 cm¡1 and the broad probe pulse was frequency resolved with a
spectrometer and measured with a 32 element HgCdTe detector array. Increasingly
negative values of ¢A appear redder on the graphs and increasing positive values
appear more violet. Pumping a particular fundamental results in two features near
the diagonal, one with ¢A < 0 and the other with ¢A > 0. Both features lie at the
mode’s pump frequency, !1 ˆ !vg. They result from the bleaching/stimulated
emission pathways and the excited vibrational state absorption pathways respect-
ively. The ¢A < 0 feature is most prominent when the probe frequency matches the
fundamental frequency, !2 ˆ !vg and the ¢A > 0 feature is most prominent when

!2 ˆ !v 00v 0 . The diagonal ¢A > 0 feature involves the overtone state of the
fundamental mode and it is o� set by the overtone’s anharmonicity. If there is no
anharmonicity, the two features cancel because they have opposite phases and
¢A ˆ 0.

The spectrum also has cross-peaks from coupled modes [107]. Cross-peaks are
reported between all the modes except for the 1610 and 1620 cm¡1 modes but the
only features that appear as recognizable cross-peaks in Figure 11(b) are the ¢A > 0
feature at !1 ˆ 1610 cm¡1, !2 ˆ 1574 cm¡1 and the ¢A < 0 feature at
!1 ˆ 1648 cm¡1, !2 ˆ 1586 cm¡1. The other cross-peaks are clearer in 1D slices
through the contour plot. The ®gure does have other features that appear to be
cross-peaks but these have not been assigned or discussed.

3.1.2. Heterodyned 2D pump-probe experiments
Figure 12 shows the dynamics of the probe absorption in the pump±probe

experiment [108]. Here, a broadband pump excites all the vibrational modes in the
CÐÐO stretch region and the probe absorption di� erence, ¢A, is measured as a
function of the pump±probe delay (t1) and the probe frequency (!2). The data at
negative delay times (t1 < 0) are ignored because the signal is dominated by
perturbed free induction decay. At positive delay times, there are a series of peaks
and valleys. The valleys appear at the positions of the fundamental s at 1584, 1610,
1620, 1648 and 1673 cm¡1 and represent the decreased probe absorption that results
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John C. Wright214

Figure 11. (a) Absorbance change in the pump±probe for di� erent delay times and probe
frequencies of cyclo-Mamb±Abu±Arg±Gly±Asp cyclic pentapeptide. (b) Frequency
domain absorbance changes in a pump±probe spectrum of pentapeptide. Redder
colours indicate negative signals and bluer colours indicate positive signals.
Reproduced with permission from reference [107].
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from the bleaching (gg ! v 0g ! gg ! v 0g and gg ! gv ! gg ! v 0g in ®gure 8) and

stimulated emission pathways (gg ! v 0g ! v 0v ! v 0g and gg ! gv ! v 0v ! v 0g in
®gure 8) that perturb the ®nal »v 0g coherence. The peaks appear at positions that are

redshifted from the fundamentals. They represent the increased probe absorption
that results from the excited vibrational state absorption pathways

(gg ! v 0g ! v 0v ! v 00v and gg ! gv ! v 0v ! v 00v in ®gure 8). The peaks are red-
shifted because the excitation of one vibrational mode typically lowers the frequency

of the coupled mode by the anharmonicity of the combination band, i.e.

!v 0g > !…v‡v 0†v. Figures 11(b) and 11(c) are related to ®gure 12. Projecting the 2D

plot in ®gures11(b) or (c) onto the probe frequency axis will give a slice of the data in
®gure 12(a) along the t1 ˆ 0:8 ps section.

Figure 12(b) provides slices through the data of ®gure 12(a) that show the
relaxation dynamics for representative !2 probe frequencies [108]. At t > 0, the

peaks and dips relax at rates that depend on the vibrational dephasing and
population lifetimes but there are also reproducible oscillations that have the

appearance of noise. The relaxation at 1582 cm¡1 in ®gure 12(b) is a good example
of these oscillations. If one performs a Fourier transform of t1, one obtains the

2D spectrum in ®gure 13(b) where the !1 axis is the Fourier transform [108].
The oscillations now appear as peaks at speci®c !1 values for the particular choice

of !2.
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Figure 12. (a) Absorbance change in the pump±probe for di� erent delay times and probe
frequencies of the cyclic pentapeptide in ®gure 11. (b) Slices through the pump±probe
graph for speci®c probe frequencies. Reproduced with permission from reference
[108].

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
4
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



The oscillations are visible because the detection of a pump±probe experiment is

inherently a heterodyne measurement where the ®eld launched by the non-linear
polarization heterodynes with the probe ®eld [9, 150±157, 191, 193]. The oscillations

in the »v 0v coherence (see ®gure 8) during t1 create corresponding oscillations in the
output ®eld relative to the probe ®eld because the heterodyne method is sensitive to

the relative phases of the ®elds.
The lighter shaded areas and the full contour lines in ®gure 13 correspond to

¢A > 0 and the darker shaded areas and the broken contour lines correspond to

¢A < 0 [108]. Vertical lines de®ne the positions of particular vibrational modes,

!2 ˆ !vg, and diagonal lines de®ne the positions expected when these modes couple

to form cross-peaks with other modes, !2 § !1 ˆ !v 0g. Thus, coupling between two
modes should cause two cross-peaks, one at each intersection of the diagonal from

one mode and the vertical line of the other mode. The only di� erence in the two
cross-peaks is whether the coherence pathway involves a »v 0v or »vv 0 coherence. As an

example, if the 1584 and 1610 cm¡1 modes are coupled, one expects a modulation

John C. Wright216

Figure 13. (a) Absorption spectrum of the cyclic pentapeptide in ®gure 11 along with the
spectrum of the pump. (b) Contour plot of the 2D vibrational pump±probe spectrum
where full contour lines and light shading are positive signals and broken lines with
dark shading are negative signals. I±IV indicate particular cross-peaks between CÐÐO
modes. The vertical and diagonal lines indicate expected positions of modes and their
cross-peaks. (c) Slices through 2D plot for the indicated !1 values. Reproduced with
permission from reference [108].
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from the »v 0v or »vv 0 coherence on the output coherence of both the !2 ˆ 1584 and
1610 cm¡1 probe frequencies. On Fourier transformation, they become cross-peaks
at !1 ˆ j!v 0v|.

There are two parts to each cross-peak: one has ¢A < 0 from the stimulated
emission pathway and one with ¢A > 0 from the excited vibrational state absorp-
tion pathway [108]. The ®rst appears when !1 ˆ !v 0v and !2 ˆ !v 0g while the second
appears when !1 ˆ !v 0v and !2 ˆ !v 00v where v 00 represents the v ‡ v 0 combination
band. These negative and positive features are o� set by the anharmonicity, ¢!v 0v. If
there is no coupling and the anharmonicity vanishes, the two features overlap and
destructively interfere and the cross-peak vanishes. Although one expects the

¢A < 0 and ¢A > 0 features to fall at the same !1 value, it has been shown that
amplitude level interference between the two features shifts the !1 positions and
changes the lineshapes of both features. The changes are dependent on whether the
cross-peak arises from probing the higher- or lower-energy mode. The amplitude
level interference is a consequence of the heterodyning with the probe ®eld. The
e� ects are explained in more detail in [108].

There are four cross-peaks identi®ed in ®gure 13(b) as I, II, III and IV and these
correspond to coupling between the modes at the …!vg; !v 0g) values of (1584, 1610),
(1584, 1620), (1648, 1673) and (1670, 1648) cm¡1, respectively [108]. The ®rst two
show both the ¢A < 0 and the ¢A > 0 features but the last two do not have such
resolved features. Cross-peaks I and II correspond to the same coupling that
produced the most prominent cross-peaks in ®gure 11(b). Notice that the ¢A < 0
and ¢A > 0 features (I/I 0 and II/II 0) do not peak at the same !1 value as one might
expect since they are both associated with the same »v 0v coherence. Instead, the I 0

and II 0 features are shifted to higher !1 frequencies by the amplitude level
interference discussed above [108].

One would expect many more cross-peaks in ®gure 13(b) but it is likely they are
obscured by congestion. Each pair of coupled modes produces two cross-peaks and
each of those has two features (¢A > 0 and ¢A < 0) with the opposite phase.
Together with the remaining contributions from the wings of the diagonal features,
these will all interfere to obscure the expected features. This interference will be most
severe in the middle of ®gure 13(b) where many contributions overlap and least
severe towards the edges of the spectrum where the overlapping contributions are
minimized [108]. In addition, one must understand the dynamic processes that are
responsible for the lineshapes in order to model the interference adequately. The
complexity of this picture may explain why so few cross-peaks are observed and why
it is di� cult to con®rm many of the characteristic signatures expected for cross-
peaks.

3.1.3. Vibrational photon echo
VPE experiments detect an output beam that appears in the direction given by

the phase matching condition k4 ˆ ¡k1 ‡ k2 ‡ k3. Fayer and coworkers demon-
strated the ®rst VPE experiment using the free electron laser for the infrared
excitation pulses [70, 189]. They then applied the method to probing the vibrational
dynamics of proteins [71]. In a VPE, the initial excitation pulse creates a »ga

coherence. Both non-resonant electronic and resonant vibrational coherences are
created since `a’ in »ga can be either an electronic or a vibrational state. The
coherences dephase by three processesÐpure dephasing, the inhomogeneity in
coherent oscillators and the population decay. The inhomogeneous contribution

Coherent multidimensional vibrant spectroscopy 217

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
4
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



to the dephasing can be eliminated by the rephasing pulse [149, 190]. In the time
period between the excitation and rephasing pulses, the non-resonant electronic
coherence decays almost immediately and its only remaining contribution arises
from overlapping of the excitation and rephasing pulses’ tails. The resonant
vibrational coherence dephases over picosecond time scales so it remains when the
rephasing pulse arrives. By measuring the photon echo for di� erent rephasing pulse
delays, one can determine the vibrational dephasing rate caused by pure dephasing
and population decay.

3.1.4. Heterodyned stimulated photon echo
The pump±probe and heterodyned pump±probe methods have been able to

obtain 2D vibrational spectra but the cross-peaks are di� cult to discern. The HSPE
experiment is a more direct probe of the multiple vibrational coherences’ frequencies.
Figure 14 shows the coherence pathways in HSPE [9, 10, 12, 110, 158]. The key
coherences for a 2D spectrum are the »gv coherence created after the ®rst excitation
and the »v 0g output coherence created after the third excitation. The !gv oscillations
in the »gv coherence can be resolved in this experiment by slowly changing t12.
Similarly, the !v 0g oscillations can be measured if one could time resolve the !v 0g

oscillations of the output coherence. Heterodyne detection is a clever way to achieve
this time resolution [9, 150±157, 191, 193]. One can scan the relative phases of the
local oscillator pulse and the output ®eld by changing t34, the time between the third
excitation pulse and the local oscillator pulse [9, 10, 12, 76, 110, 158]. The resulting
signal will have an oscillatory part which represents the output coherence’s relative
phase. 2D spectra are obtained by performing a double Fourier transform of t12 and
t34. Alternatively, the interference fringes present in the heterodyned output signal/
local oscillator ®elds can be measured by spectral interferometry with a mono-
chromator that resolves the output frequency and either a single-element infrared
detector or an array detector (e.g. HgCdTe ) [12, 110, 158].

The di� erent coherence pathways in ®gure 14 are labelled R1±R4[10, 12, 76, 110,
158]. The R1 and R2 pathways involve two bra-side transitions so the »v 0g coherence

John C. Wright218

Figure 14. Liouville diagrams for the coherence pathways of stimulated photon echo. The
lower arrows label particular pathways.
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is positive. The R3 and R4 pathways involve one bra-side transition so the »v 00v

coherence is negative. If v 00 is a combination band state where v 00 ˆ v ‡ v 0 and if
there is no anharmonicity to shift the combination band’s frequency or dynamics,
the R2 and R4 pathways will cancel as will the R1 and R3 pathways so no cross-peak
appears.

In HSPE, the initial laser pulse is divided into four pulses [10, 12, 110, 158]. For
example, three excitation pulses (typically 300 nJ, 120 fs, ¢¸ ˆ 150 cm¡1) are focused
into a sample and the output signal in the direction of k4 ˆ ¡k1 ‡ k2 ‡ k3 is
combined with the fourth beam (typically 3 nJ) and measured [110]. The t12 and
t23 time delays between the three excitation pulses and the t34 time delay between the
third excitation pulse and the local oscillator can each be controlled. The ®rst pulse
excites the »gv coherence which oscillates at !gv. Scanning the t12 delay time (at
1600 cm¡1, the typical step size is 18 fs, too small to meet the Nyquist criterion for a
20 fs period oscillation so aliasing corrections are necessary [110]) will resolve the !gv

modulation. The second pulse’s excitation produces a ground state population (gg),
an excited vibrational population (vv) or a double quantum vibrational coherence
(v 0v). The populations do not have a modulation as a function of t23 but the
coherence has an !v 0v modulation. The third pulse excites the »v 0g or »v 00v coherence.
Note that the »v 0g or »v 00v coherences have a p phase shift from each other so their
®elds have opposite signs and will interfere. The output would have an !v 0g or !v 00v

modulation as a function of t34. The !v 0g or !v 00v modulation can also be resolved in
the output’s spectrum. 2D spectra are typically obtained by scanning t12 and t34 (one
can also use spectral interferometry) and 3D spectra are obtained by scanning all
three time delays (or the ®rst two delays+spectral interferometry). Frequency
domain spectra in !1, !2 and !3 are obtained by Fourier transformation of the
t12, t23 and t34 time delays respectively (spectral interferometry gives the frequency
dependence directly) [10, 12, 110, 158]. Since the phase information is available
through the heterodyne detection, one determines not only the magnitude of the
signal but also its real and imaginary parts.

Figure 15 shows a simulation of dicarbonylacetylacetonat o rhodium (I)’s (RDC)
2D HSPE vibrational spectrum [158]. RDC has asymmetric and symmetric carbonyl
stretching modes at 2015 and 2084 cm¡1 which we label as v and v 0 respectively. We
write the quanta in the two modes using the notation jvv 0i. Figure 16 shows the
frequencies for the transitions required to understand the spectrum. The transition
frequencies involving overtones and combination bands are shifted from the
fundamental frequencies by the diagonal and o� -diagonal anharmonicities. Each
diagonal or cross-peak has two features at !1 ˆ j!gvj and !3 ˆ !v 0g or !v 00v with
opposite signs. The diagonal peaks have v ˆ v 0 and v 00 ˆ 2v and the cross-peaks
have v 6ˆ v 0 and v 00 ˆ v ‡ v 0. One therefore expects four diagonal peaksÐthe
…!1; !3† ˆ …2015; 2015† and (2015, 2001) cm¡1 pair for the ®rst diagonal feature
and the …!1; !3† ˆ …2084; 2084† and (2084, 2073) cm¡1 pair for the second diagonal
feature. One expects four cross-peaksÐthe (!1; !3† ˆ …2015; 2084† and (2015,
2059) cm¡1 pair for the ®rst o� -diagonal feature and the …!1; !3† ˆ …2084; 2015†
and (2084, 1990) cm¡1 pair for the second o� -diagonal feature. All of the transitions
for these FWM processes are allowed since ¢v ˆ §1. In addition, there are three
peaks that require transitions which are forbidden in the harmonic approximation.
The coherence pathways for the ®rst set of forbidden features are
gg ! gv ! v 0v ! …v 0 ‡ v 0†v and gg ! gv ! vv ! …v 0 ‡ v 0†v (assuming v 0 6ˆ v). In
each, there is a transition requiring a three-quantum change. For v ! 2v 0, v must

Coherent multidimensional vibrant spectroscopy 219

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
4
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



lose one vibrational quantum and v 0 must gain two quanta. For …v 0 ‡ v 0†v to emit,

one must destroy two v 0 quanta and create one v quantum. For RDC, these
forbidden peaks fall at (!1; !3† ˆ …2015; 2142† and (2084, 1932) cm¡1. For the third

forbidden peak, the coherence pathway is gg ! gv ! v 0v ! …v ‡ v†v. For RDC,
this pathway creates two peaks at (!1; !3† ˆ …2015; 2001† and (2084, 2073) cm¡1.

These peaks fall on top of the previously described allowed peaks. They are
forbidden because the third transition on the pathway involves a transition where

v 0 ! 2v.
The relative intensities and shapes of these10 peaks have interesting dependences

on a number of factors [158]. If the anharmonic shift is zero, the ®elds generated by
the »v 0g and »v 00v coherences will have the same frequency and they will destructively

interfere. If the two coherences also have the same dephasing dynamics and if their
transition moments obey the linear dipole approximation, the two ®elds will be equal

and no peak will appear [194]. If the anharmonic shift is ®nite, the dephasing

John C. Wright220

Figure 15. Simulation of the magnitude of the 2D heterodyne detected stimulated photon
echo experiment in RDC. The broken lines indicate the positions of the modes and
their cross-peaks. Reproduced with permission from reference [158].

Figure 16. Transitions between vibrational states in RDC that are seen in SPE experiments.
The number pairs indicated the vibrational quanta in the va and vs CÐÐO stretch
modes. Adapted with permission from reference [158].
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dynamics change for di� erent transitions or the transition moments do not obey the
harmonic approximation, then a cross-peak(s) will appear. Two cross-peaks will be

observed if there is an anharmonic shift. The relative intensities of the two peaks will

depend on whether the coupling involves mechanical anharmonicities, electrical
anharmonicities or transition dipole coupling [158, 194].

Tokmako� has discussed how the line shapes in SPE and transient grating

experiments depends on the inhomogeneous broadening [195]. In time domain
photon echo experiments where a particular time ordering of pulses is de®ned,

inhomogeneous broadening appears as an echo where the peak intensity at a time t34

depends linearly on the t12 delay time. When these are transformed into 2D
frequency spectra, inhomogeneously broadened lines appear as narrowed diagonal

features. If there is no inhomogeneous broadening and pure dephasing dominates,

the signal relaxations along t12 or t34 are independent of each other and the 2D

frequency spectrum has Lorentzian line shapes along both frequency axes. In
transient grating experiments, echoes do not form in the time domain and narrowing

is not observed in the 2D frequency spectra.

Figure 17 shows the experimental 2D spectrum for RDC [158]. It compares quite
favourably with that predicted from the simulation in ®gure 15. Each diagonal

feature has a pair of peaks where the diagonal anharmonic shift has caused an 11

and 14 cm¡1 separation between the two peaks of the pair for the symmetric and
asymmetric modes respectively. There is also a pair of peaks at each cross-peak

position where the o� -diagonal anharmonic shift has caused a 25 cm¡1 shift between

the peaks within each pair. Note also the forbidden peaks that appear at

…!1; !3† ˆ …2015; 2142† and (2084, 1932) cm¡1. The relative intensity of the two
peaks within both the diagonal and the cross-peak pairs is the same. This similarity

means that mechanical anharmonicity, either involving through-bond or through-
space interactions, must determine the size of the anharmonic coupling. If electrical

anharmonicity were important, the relative intensities of the two peaks in each pair

would be di� erent because the transition moments for the »v 00v coherence would be

di� erent from the »v 0g coherence.
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Figure 17. Magnitude of the 2D HSPE experiment in RDC. There is a factor of 100£
ampli®cation in the top and bottom sections of the ®gure. The broken lines indicate
the positions of the modes and their cross-peaks. Reproduced with permission from
reference [158].
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Some of the most important applications of CMDVS are biological. Hochstras-
ser’s group has pioneered the applications of CMDVS to complex peptides and
proteins [11, 12, 107±110, 188, 192]. Figure 18 shows an example of a 2D vibrational
spectrum of acetylproline±NH‡

2 [110]. The HSPE signal magnitude is graphed on
®gure 18(a) and the real part of the signal is plotted in ®gure 18(b). Note also that the

!1 and !3 axes are interchanged from those in ®gures 15 and 17. In ®gure 18(a), there
are three fundamental modes that are responsible for the A, B and C peaks along the
diagonal: the amide II mode at 1585 cm¡1, the amide I mode of the acetyl CO stretch
at 1630 cm¡1 and the amide I mode of the amino CO stretch at 1690 cm¡1. There is
also a series of cross-peaks labelled D±I. Since this system has only one additional
mode compred with RDC, one would expect three allowed diagonal pairs and six
allowed cross-peak pairs but the situation is much more complex [110]. The
interpretation of the cross-peaks indicates there are actually two (or perhaps more)
di� erent acetylproline±NH‡

2 conformations which have vibrational frequencies for
the amide II and acetyl amide I modes on either side of the A and B peak positions.
So, actually, the A and B peaks are unresolved pairs of peaks from two conforma-
tions. The two conformations have the same vibrational frequencies at peak C. Each
conformer would have 18 peaks but those involving the diagonal C feature would
have the same frequency. The anharmonic shifts in acetylproline±NH‡

2 are smaller
than in RDC so the two peaks in each pair are not resolved in the magnitude
spectrum. However, since the two peaks have ®elds that are shifted by p, one will
appear as a positive feature and one will appear as a negative feature in the real part
of the signal. The real part of the signal is shown in ®gure 18(b) and the expected
pairs of peaks appear in the diagonal features and in the D and G cross-peaks.
However, it is also clear that the spectrum is much more complex than the RDC
spectrum. The D and E peaks are assigned to cross-peaks between the amide II
(diagonal feature A) and the acetyl amide I (diagonal feature B). The F and G peaks
are assigned to cross-peaks between the amide II (diagonal feature A) and the amino
amide I (diagonal feature C). The H and I peaks are assigned to cross-peaks between
the acetyl amide I (diagonal feature B) and the amino amide I (diagonal feature C).

One should notice that, unlike RDC, the cross-peaks on either side of the
diagonal are not symmetrical. This di� erence is attributed to the di� erences in the
positions of the cross-peaks between the two conformers on either side of the
diagonal [110]. The interferences between conformer contributions lead to changes in
the lineshapes. A detailed description for the positions and shapes of the cross-peaks
in the real part of the spectrum is not available in the literature because of the
complexities in understanding the contributions from the dynamics of inhomoge-
neous and pure dephasing contributions and even the number of di� erent con-
formers that are present [110]. Nevertheless, a great deal of information about the
dynamics and structure can still be extracted from the spectral data. In particular,
the polarization dependence of the relative peak intensities allows one to determine
the angles between the two amide I transition dipoles for each of the two conformers
[110].

3.2. Non-degenerate non-linear mixing
3.2.1. Doubly vibrationally enhanced four wave mixing
3.2.1.1. Theory. Non-degenerate FWM occurs when the excitation frequencies
are di� erent. There are a number of DOVE FWM mixing strategies that access
vibrational resonances and these are sketched in ®gure 19 [87]. The upper state can
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Figure 18. The top 2D spectrum shows the heterodyned detected SPE signal magnitude of
acetylproline±NH2 in CDCl3. The bottom spectrum shows the real part of the signal.
The diagonal and cross-peaks are labelled by A±I. Reproduced with permission from
reference [110].
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represent an electronic state that may or may not be resonant (i.e. a virtual state)
or it can represent a vibrational state that may or may not be the same as the
others. The diagrams di� er in the vibrational resonances that are accessed by the
di� erent excitation frequencies. For the case where the upper state is an electronic
state, each of the diagrams involves two vibrational states that participate in two
single infrared absorption/emission transitions and one Raman transition. The top
diagrams show processes with two infrared absorption/emission transitions and an
output frequency that is at a higher frequency and is easier to detect. The lower
diagrams use a Raman transition and an infrared absorption/emission transition
that drive the two vibrational resonances and the output is at a low frequency that
is more di� cult to detect. Although the output is more di� cult to detect, the
Raman transition that drives one vibrational mode is easier to create since it does
not require infrared lasers. Thus far, research has focused on the DOVE Raman
scheme shown in ®gure 19(a) and the DOVE IR scheme shown in ®gure 19(e) since
these produce an output on the anti-Stokes side of the excitation lasers and have
vibrational state energies that are compatible with convenient laser sources. The
DOVE IR and DOVE Raman processes are often observed in combination with
each other [90, 92, 143]. As will be seen, their transitions are very similar and one
would expect them to have comparable intensities although there are cases where
they are not expected to occur simultaneously.

The resonances for DOVE IR and DOVE Raman are best understood from the

coherence pathways and WMEL diagrams in ®gure 20 [90, 92, 143]. There are three

coherence pathways and the letters in the pathways can represent any molecular

state. One must sum over all possible states to determine the non-linearity. We will

concentrate on the resonant states since they make the largest contributions. The

resonant states are easily identi®ed in the WMEL diagrams. Here, the energy levels

indicated by full lines represent ground vibrational states (indicated by a ˆ v; b ˆ v 0;

John C. Wright224

Figure 19. DOVE methods involving two infrared absorptions/emissions and one Raman
transition. The diagrams for DOVE Raman and DOVE IR are (a) and (b),
respectively.
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c ˆ v 00) and the levels indicated by dotted lines represent non-resonant virtual
electronic states (indicated by d ˆ e or e 0), i.e. high-lying electronic states that
are not resonant with the excitation frequency. Since any of the levels can be a virtual
or resonant state, there will be a di� erent dependence on !1 and !2 according to
which frequencies are resonant with vibrational states. Non-resonant transitions will
not have an appreciable frequency dependence and we treat them as adjustable
constants.

There are three pathways that are doubly vibrationally enhancedÐthe two that
create the »ev 0 coherence are labelled »a

ev 0 (pathway gg ! v 00g ! v 00v 0 ! ev 0† and »b
ev 0

(pathway gg ! gv 0 ! v 00v 0 ! ev 0) and one that creates the »e 0g coherence (pathway
gg ! v 00g ! vg ! e 0g). In the rotating wave approximation, the steady state
expressions for the coherences are:

»a
ev 0 ˆ ¡

X

g;v;v 0;v 00;e;e 0ˆall states

Ogv 00Ov 00eOgv 0

8Dv 00gDv 00v 0 Dev 0
»gg exp fi‰…k1 ¡ k2 ‡ k3†z ¡ …!1 ¡ !2 ‡ !3†tŠg;

…30†

»b
ev 0 ˆ

X

g;v;v 0;v 00;e;e 0ˆall states

Ogv 00Ov 00eOgv 0

8D¤
v 0gDv 00v 0Dev 0

»gg exp fi‰…k1 ¡ k2 ‡ k3†z ¡ …!1 ¡ !2 ‡ !3†tŠg

…31†
and

»e 0g ˆ
X

g;v;v 0 ;v 00;e;e 0ˆall states

Ogv 00Ov 00vOve 0

8Dv 00gDvgDe 0g
»gg exp fi‰…k1 ¡ k2 ‡ k3†z ¡ …!1 ¡ !2 ‡ !3†tŠg

…32†
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Figure 20. (a) Dove IR diagram where the b and c states can be either vibrational (b ˆ v 0;
c ˆ v 00) or virtual electronic substitute (d ˆ e) along with the coherence pathways. (b)
DOVE Raman diagram showing the same possibilities (a ˆ v; c ˆ v 00; d ˆ e 0†:
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where Dv 00g ˆ !v 00g ¡ !1 ¡ iGv 00g, Dv 00v 0 ˆ !v 00v 0 ¡ !1 ‡ !2 ¡ i¡v 00v 0 , Dev 0 ˆ !ev 0 ¡ !4 ¡ iGev 0 ,

D¤
v 0g ˆ !v 0g ¡ !2 ‡ iGv 0g and Dvg ˆ !vg ¡ !1 ‡ !2 ¡ iGvg [143]. The summation over

v, v 0 and v 00 includes both electronic and vibrational states but the notation
emphasizes the vibrational states since those can be resonant. If we group the terms
in these summations according to their dependence on the vibrationally resonant
terms involving !1 and/or !2 and suppress the dependence on the non-resonant
electronic states, we obtain the following expressions:

»a
ev 0 ˆ ¡

X

v;v 0v 00ˆall
vibrational states

Aa
NR ‡ Av 00g

Dv 00g

‡ Av 00g;v 00v 0

Dv 00gDv 00v 0

³ ´
»gg

£ exp fi‰…k1 ¡ k2 ‡ k3†z ¡ …!1 ¡ !2 ‡ !3†tŠg; …33†

»b
ev 0 ˆ

X

v;v 0v 00ˆall
vibrational states

Ab
NR ‡ Av 00g

D¤
v 0g

‡ Av 0g;v 00v 0

D¤
v 0gDv 00v 0

Á !

»gg

£ exp fi‰…k1 ¡ k2 ‡ k3†z ¡ …!1 ¡ !2 ‡ !3†tŠg …34†

and

»e 0g ˆ
X

v;v 0v 00ˆall
vibrational states

Ae 0g
NR ‡

Avg

Dvg

‡
Av 00g

Dv 00g

‡
Av 0g;vg

D¤
v 0gDvg

Á !

»gg

£ exp fi‰…k1 ¡ k2 ‡ k3†z ¡ …!1 ¡ !2 ‡ !3†tŠg; …35†

The non-linear DOVE polarization depends on the sum of the contributions from all
the coherences of all the di� erent components:

P ˆ
X

iˆall components

NiF ‰·i
ev 0 …»i;a

ev 0 ‡ »i;b
ev 0 † ‡ ·i

e 0g»i
e 0g ‡ c:c:Š …36†

where Ni is the total concentration of molecules, F is the local ®eld correction factor
and ·ij is the transition dipole moment for the »ij coherence [90, 92, 143]. The third-
order susceptibility can then be written as

À…3† ˆ
X

iˆall components
v;v 0 ;v 00ˆ all

vibrational states

Ai
NR ‡ Ai

Raman

!i
vg ¡ …!1 ¡ !2† ¡ iGi

vg

‡
Ai

SIVE 1

!i
v 00g ¡ !1 ¡ iGi

v 00g

‡
Ai

SIVE 2

!i
v 0g ¡ !2 ‡ iGi

v 0g

¡ Ai
DOVE IR a

…!i
v 00g ¡ !1 ¡ iGv 00g†…!i

v 00v 0 ¡ !1 ‡ !2 ¡ iGi
v 00v 0 †

‡
Ai

DOVE IR b

…!i
v 0g ¡ !2 ‡ iGi

v 0g†…!i
v 00v 0 ¡ !1 ‡ !2 ¡ iGi

v 00v 0 †

‡ Ai
DOVE Raman

…!i
v 00g ¡ !i ¡ iGi

v 00g†‰!i
vg ¡ …!1 ¡ !2† ¡ iGi

vgŠ
: …37†
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The ®rst term represents all the non-resonant contributions, the second term
represents the CARS contribution from all the single Raman resonances, the third
and fourth terms represent all the SIVE resonances that depend on !1 or !2

respectively the ®fth and sixth terms represent the two DOVE IR pathways and
the last term represents the DOVE Raman pathway.

A fundamental question for coherent vibrational spectroscopies is the relative
importance of the di� erent terms in equation (37) [7, 8, 88, 196]. Normally, À…3† is
dominated by electronic contributions and vibrational contributions are neglected
[6]. The electronic contributions dominate because the lighter electron mass makes
electron clouds more polarizable than nuclear motions. Non-linearities depend on
the ratio of the Rabi frequency to the detuning, O=D. A resonant vibrational
resonance will contribute a factor of Ov=Dv relative to a non-resonant electronic
state’s value of Oe=De. Even though the electronic transition has a much larger Rabi
frequency, it can be o� set by the enhancement from the resonance factor. It was
shown that the vibrational enhancement is adequate to allow the vibrational
contribution to exceed the non-resonant electronic contribution [7, 8, 88, 196].

The contributions from the two DOVE IR pathways both have a dependence on

Dv 00v 0 that comes from their common intermediate »v 00v 0 coherence. They will interfere
and, since they have the opposite sign, the destructive interference can cause the
dependence on Dv 00v 0 to disappear. One can easily show that, if the pathways have
equal weights as equations (23) and (24) suggest, then

¡ 1

Dv 00gDv 00v 0
‡ 1

D¤
v 0gDv 00v 0

ˆ 1

Dv 00gD¤
v 0g

¡ i
Gv 00v 0 ¡ Gv 00g ¡ Gv 0g

Dv 00gD¤
v 0gDv 00v 0

: …38†

If Gv 00v 0 ˆ Gv 00g ‡ Gv 0g, then the second term disappears and the Dv 00v 0 dependence is
lost [187, 197, 198]. Only a dependence on Dv 00g and Dv 0g is observed. Since

Gij ˆ …Gii ‡ Gjj†=2 ‡ G¤
ij where Gii is the population relaxation rate of the ith level

and G¤
ij is the pure dephasing rate, one can show that the previous condition is

equivalent to the condition G¤
v 00v 0 ˆ G¤

v 00g ‡ G¤
v 0g ‡ G¤

gg ˆ 0. This condition is met if
there is no pure dephasing in the `no pure dephasing limit’. If pure dephasing is
present, the Dv 00v 0 resonance reappears as a dephasing-induced (DICE) resonance
[48]. In the gas phase, these resonances appear as pressure-induced extra resonances
(PIER4) [197].

3.2.1.2. Experimental observations. (1) Two-dimensional spectrum. DOVE FWM
has been observed in the model system acetonitrile [90, 92]. Figure 21 shows the
infrared and Raman spectra of acetonitrile. Table 1 summarizes the vibrational
modes and their frequencies. A frequency domain DOVE FWM experiment was
performed with an acetonitrile±deuterobenzene mixture by scanning the !1

frequency across the 2950±3200 cm¡1 region for speci®c values of !2 in the range
2230±2300 cm¡1. The intensity of the output was measured using a double
monochromator that synchronously scanned its frequency so !mono ˆ !1¡ !2 ‡ !3.
The deuterobenzene was present as an internal standard because its À…3† value is
known for both the non-resonant electronic contribution and the peak Raman
contribution for the ring breathing mode at 944 cm¡1 [199, 200]. The intensities of
each scan can change because the absorption at !2 changes as !2 becomes resonant
with infrared absorption transitions. As explained earlier, absorption shortens the
e� ective FWM pathlength so it becomes di� cult to compare the intensities of
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di� erent scans. The deuterobenzene internal reference corrects for these e� ects.
Since the deuterobenzene Raman feature has a known À…3† at !1 ¡ !2 ˆ 944 cm¡1

that is independent of the absolute !1 or !2 value, the intensity of each scan was
normalized to the intensity of the deuterobenzene Raman feature. Thus, the
deuterobenzene Raman line becomes constant in the corrected spectrum.

The coherent 2D DOVE spectrum of an acetonitrile mixture with 8 mol%
deuterobenzene is shown in ®gure 22 [92]. The dominant feature is the DOVE IR
process (®fth and sixth terms in equation (37)). One can see that it appears when !2 is
resonant with the !2 CÐÐÐN stretch mode at 2253 cm¡1 and !1 is resonant with the

¸2 ‡ ¸4 CÐÐÐN ‡ C±C stretch combination band at 3163 cm¡1. There is a second
DOVE IR peak at …!1; !2† ˆ …3200; 2293† cm¡1 corresponding to an !2 resonance
with the ¸3 ‡ ¸4 combination band and an !1 resonance with the ¸3 ‡ 2¸4

John C. Wright228

Figure 21. The infrared (top) and Raman spectra of acetonitrile.
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combination band. A third DOVE IR peak is very weakly present at (!1; !2† ˆ
…3163; 2293† cm¡1 corresponding to an !2 resonance with the ¸3 ‡ ¸4 combination
band and an !1 resonance with the ¸2 ‡ ¸4 combination band. There is a weaker

diagonal feature at !1 ¡ !2 ˆ 918 cm¡1 that corresponds to the Raman process
(second term in equation (37)) for the ¸4 C±C stretch mode. Note that the Raman

line is enhanced at two places, one where !1 is resonant with the ¸2 ‡ ¸4 combination
band and the other when !1 is resonant with the ¸3 ‡ 2¸4 combination band. This

enhancement is caused by the DOVE Raman process (seventh term in equation (37)).
There is also a stronger diagonal feature with a constant intensity at !1 ¡ !2 ˆ
944 cm¡1 corresponding to the deuterobenzene internal standard Raman feature.
The spectrum has a low background signal at all the frequencies. It arises from the
non-resonant electronic contributions (®rst term in equation (37)). In addition, the

background is raised when !2 ˆ 2253 cm¡1, presumably from the SIVE process
(fourth term in equation (37)). There are interesting interference e� ects when any of

these contributions overlap in the spectrum. The interferences change the lineshapes
and relative intensities.

Equation (37) can simulate the observed spectrum [90, 92]. Figure 22(b) shows a
simulation that reproduces the main features and allows one to estimate the relative

size of the non-linearities.
(2) Mode coupling. The acetonitrile DOVE IR peak at …!1; !2† ˆ …!¸2‡¸4

; !¸2
)

in ®gure 22(a) requires the two infrared transitions g ! ¸2 ‡ ¸4 and g ! ¸2 and the

Raman transition ¸2 ‡ ¸4 ! ¸2. The g ! ¸2 ‡ ¸4 is a combination band requiring
mode coupling while the g ! ¸2 and ¸2 ‡ ¸4 ! ¸2 are transitions with ¢¸2 ˆ ‡1 and

¢¸4 ˆ ¡1 that do not require mode coupling. The corresponding DOVE Raman
peaks require the two infrared transitions g ! ¸2 ‡ ¸4 and ¸2 ‡ ¸4 ! ¸4 and the

Raman transition ¸4 ! g. The g ! ¸2 ‡ ¸4 is again a combination band requiring
mode coupling while the ¸2 ‡ ¸4 ! ¸4 and the Raman transition ¸4 ! g are

transitions with ¢¸2 ˆ ¡1 and ¢¸4 ˆ ¡1 that do not require mode coupling. The
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Table 1. Resonances of importance in the IR FWM spectrum of the 35:35:3 by mole ratio
mixture of acetonitrile, deuterated acetonitrile and deuterobenzene.

Molecule Mode Energy (cm¡1) Linewidth (cm)

C6D6 ¸2 Ring breathing 944.5 0.95
CH3CN ¸4 C±C stretch 917.5 1.2

921.5 2.2
¸3 C±H bend 1377.5
¸2 CÐÐÐN stretch 2255.5 3.5

2251.5 6.5
¸3 ‡ ¸4 2294.5
¸1 C±H stretch 2945.5
¸5 C±H stretch 3004.5
¸2 ‡ ¸4 3166.5 6.95
¸3 ‡ 2¸4 3203.5

CD3CN ¸4 C±C stretch 832.5 1.2
835.5 2.2

¸3 C±H bend 1101.5
¸2 CÐÐÐN stretch 2264.5 3.5

2260.5 6.5
¸2 ‡ ¸4 3094.5 6.59
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John C. Wright230

Figure 22. Contour plots of the (a) experimental and (b) the theoretical 2D DOVE FWM
spectrum of acetonitrile±deuterobenzene as a function of the two infrared excitation
frequencies. The four-cycle colour bar indicates the signal intensity.
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last two transitions are very similar to the DOVE IR transitions and di� er only in the
initial and ®nal states. One would therefore expect that DOVE IR and DOVE
Raman processes would have similar intensities and would di� er only because of the
di� erences in transition moments that result from the anharmonicity di� erences
associated with the initial state.

Similar arguments apply to the other features in the spectrum. The DOVE IR
peak at …!1; !2† ˆ …!¸3‡2¸4

; !¸3‡¸4
† in ®gure 22(a) requires the two infrared transi-

tions g ! ¸3 ‡ 2¸4 and g ! ¸3 ‡ ¸4 and the Raman transition ¸3 ‡ 2¸4 ! ¸3 ‡ ¸4.
The g ! ¸3 ‡ 2¸4 and the g ! ¸3 ‡ ¸4 transitions are both combination bands
requiring mode coupling between the C±H band and the C±C stretch while the
¸3 ‡ 2¸4 ! ¸3 ‡ ¸4 Raman transition is allowed since ¢¸4 ˆ ¡1. The corresponding
DOVE Raman peaks require the two infrared transitions g ! ¸3 ‡ 2¸4 and

¸3 ‡ 2¸4 ! ¸4 and the Raman transition ¸4 ! g. The g ! ¸3 ‡ 2¸4 and

¸3 ‡ 2¸4 ! ¸4 are again IR combination bands requiring mode coupling while the

¸4 ! g Raman transition is allowed because ¢¸4 ˆ ¡1.
The states that are required for DOVE IR and DOVE Raman processes can be

visualized using the diagrams in ®gures 23 and 24 [143]. Here, the vibrational
quantum numbers for two coupled modes are plotted and arrows indicate the
quantum number changes for each transition. The full arrows indicate ket-side
transitions and the dotted arrows indicate bra-side transitions. A square designates
the initial state. For example, the main acetonitrile DOVE IR peak that corresponds
to the transitions g ! ¸2 ‡ ¸4, g ! ¸2 and ¸2 ‡ ¸4 ! ¸2 is visualized by case 1 in
DOVE IR where mode 1 corresponds to ¸2 and mode 2 corresponds to ¸4. The
corresponding DOVE Raman process involving the transitions g ! ¸2 ‡ ¸4,

¸2 ‡ ¸4 ! ¸4 and ¸4 ! g is visualized by case 1 in ®gure 24. Similarly, the DOVE
IR and DOVE Raman for the peak at …!1; !2† ˆ …!¸3‡2¸4

; !¸3‡¸4
† corresponds to case

4 in ®gures 23 and 24. Vertical and horizontal lines that change by ¢¸ ˆ §1 are
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Figure 23. The arrows show di� erent examples of the possible changes in the two
vibrational quantum numbers, ¸1 and ¸2, that occur during the four transitions in a
DOVE IR FWM experiment. Reproduced with permission from reference [143].
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allowed transitions and diagonal lines are combination bands requiring mode
coupling. Diagonal lines with positive slopes are double or triple quantum

transitions and diagonal lines with negative slopes are zero quantum transitions.
Energy conservation requires the arrows to form a closed ®gure.

The diagrams also predict that DOVE IR and DOVE Raman are not always

observed together. For example, the DOVE Raman case 3 and case 8 require excited
vibrational populations so DOVE Raman will not appear with the DOVE IR feature

for these cases. It is also possible to draw a case 3 and case 8 diagram for DOVE
Raman that begins from the ground state and requires an initially excited vibrational
state for the corresponding DOVE IR process. In this case, one would observe the

DOVE Raman feature but not the DOVE IR feature (assuming the excited
vibrational state was not populated).

(3) Component selectivity. An important capability of CMDVS is the ability to

enhance selectively speci®c components, isotopomers, conformers and isomers. In
order to test this capability, a DOVE FWM experiment was performed with a

mixture of acetonitrile, deuteroacetonitrile and deuterobenzene. The deuterobenzene
was again an internal standard. Figure 25 shows the infrared and Raman spectra of
an equal molar CH3CN±CD3CN mixture. Table 1 summarizes the modes and line

positions. The Raman spectrum shows that there are two CÐÐÐN stretch modes
separated by 9 cm¡1. The coherent 2D DOVE FWM spectrum is shown in ®gure 26
[201]. In addition to the same features that were observed in ®gure 22, there is an

additional DOVE IR peak at …!1; !2† ˆ …3094; 2264† cm¡1 corresponding to an !2

resonance with the CD3CN ¸2 CÐÐÐN stretch mode and an !1 resonance with the

¸2 ‡ ¸4 combination band. There is also a diagonal feature at !1 ¡ !2 ˆ 832 cm¡1
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Figure 24. The arrows show di� erent examples of the possible changes in the two
vibrational quantum numbers, ¸1 and ¸2, that occur during the four transitions in a
DOVE Raman FWM experiment. Reproduced with permission from reference [143].
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corresponding to the CD3CN ¸4 C±C stretch mode. The high selectivity and
resolution of the CH3CN and CD3CN isotopomer peaks in a 2D vibrational
spectrum are clear from this ®gure.

The 2D spectrum of the mixture was modelled using equation (37). The results
are shown in ®gure 26(b) [201]. Again, the simulation reproduces the general features
of the spectrum.

(4) Mode selectivity and line narrowing. One of the most important capabilities
for CMDVS is the mode selectivity that is possible. The previous discussions
emphasized the importance of mode coupling for observing cross-peaks. This
requirement makes CMDVS selective to modes that are interacting and insensitive
to modes that are isolated. This insensitivity means that one can selectively enhance
coupled modes that are obscured by stronger fundamentals which are not coupled so
one can observe them, even in the presence of stronger transitions. There are three
examples of this selectivity.

The ®rst example of CMDVS mode selectivity is shown in ®gure 27 [201]. This
spectrum was taken with the same sample as ®gure 26 but with an expanded range
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Figure 25. Infrared spectra of acetonitrile±deuteroacetontrile±deuterobenzene.
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Figure 26. Contour plot of (a) the experimental and (b) the theoretical 2D DOVE FWM
spectrum of acetonitrile±deuteroacetonitrile±deuterobenzene as a function of the two
infrared excitation frequencies. Reproduced with permission from reference [201].
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for !1 and !2. In particular, the !1 range includes the region of the strong C±H

stretch modes of CH3CN. Although these modes are present at !1 ˆ 2945 and

3004 cm¡1, there is no indication of their presence in the 2D DOVE spectrum
because they are not coupled to the ¸2 and ¸3 ‡ ¸4 states in this range of !2 values.

The second example of CMDVS addresses the problem of strong solvent bands

obscuring weaker solute transitions [91]. This problem is particularly severe for
infrared spectroscopy of biological materials where the strong water absorption

obscures the vibrational spectrum of dissolved proteins. In order to de®ne whether

CMDVS has su� cient mode selectivity to address the solvent problem, a mixture of
40:60 mol% CH3CN±H2O was created. The infrared spectrum of this sample is

shown in ®gure 28(a). The ¸2 ‡ ¸4 combination band is obscured by the much

stronger water absorption band. It is only present as a small in¯ection in the
expanded plot of ®gure 28(a). Nevertheless, when a DOVE FWM !1 scan is

performed across the ¸2 ‡ ¸4 combination band with !2 set for resonance with the

¸2 mode, the peak associated with the DOVE IR process emerges as seen in ®gure
28(b). There is no apparent contribution from the stronger water absorption band.

The water in the CH3CN±H2O mixture can form hydrogen bonds to the CH3CN

and broaden the spectrum. Thus, this sample forms a good model system for
examining the line narrowing capabilities of DOVE methods [91]. The broadening

can be clearly seen if the sample is changed to a 40:60 mol% CH3CN±D2O mixture.

The water band is removed and the broadened acetonitrile ¸2 ‡ ¸4 and ¸3 ‡ 2¸4
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Figure 27. Contour plot of the 2D DOVE FWM spectrum of acetonitrile±deutero-
acetonitrile±deuterobenzene as a function of the two infrared excitation frequencies.
Reproduced with permission from reference [201].
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combination bands can be seen in the inset of ®gure 28(b). The inset also shows the
DOVE IR feature on the same scale. It is clearly narrower. It also shifts as a function
of the !2 frequency. The narrowing and correlated shifting are the signatures of line

narrowing where there is a selective enhancement in the non-linear polarization from
the subset of doubly resonant CH3CN molecules within the broadened distribution

of CH3CN molecules with di� erent hydrogen-bonding environments.
The third example uses a sample that is created to have infrared absorption and

Raman transitions within the same range of frequencies as the main acetonitrile

DOVE IR peak [91]. Figure 29 shows the infrared, Raman and DOVE FWM spectra
of a mixture of acetonitrile, deuterated acetonitrile, deuterated chloroform, tetra-

hydrofuran, deuterated THF, deuterobenzene and water. Table 2 summarizes the
modes and frequencies for the di� erent features in the spectra. Note that there are

three overlapping modes near the acetonitrile !2 ˆ 2253 cm¡1 CÐÐÐN stretch mode
from deuterated chloroform, deuterated acetonitrile and THF-d8 as can be seen in

the inset. The ¸2 ‡ ¸4 combination band is overlapped with the strong water O±H
stretch band and the C±H stretch modes of acetonitrile and THF. The Raman

spectrum has overlapping bands from the ¸4 acetonitrile and the THF ring modes.
Again, the DOVE FWM spectrum contains only the DOVE IR peak from
acetonitrile because the method is selective for the modes that are coupled by intra-

and intermolecular interactions.
The examples given so far involve only intramolecular interactions but one of the

important characteristics of CMDVS for applications will be its sensitivity to

John C. Wright236

Figure 28. (a) The infrared absorption spectrum and an expanded view (the inset) for a
40:60 mol% CH3CN±H2O solution. (b) Spectral scan of !1 with !2 at the 2253 cm¡1

CÐÐÐN resonance. The inset shows the line narrowing of DOVE FWM in comparison
with the linewidth of the IR band. The upper full curve is the IR absorption spectrum
obtained from a 40:60 mol% CH3CN±D2O solution. Dotted curves are decomposed
from the full curve by using least-squares ®tting. Reproduced with permission from
reference [91].
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intermolecular interactions [90, 124]. For example, it would be very interesting if one

could observe the mode coupling that results from intermolecular interaction

between an N±H mode in one protein and the CÐÐO mode on another protein that

was mediated by hydrogen-bonding interactions between the two. It would also be

interesting to observe the intramolecular interactions that are responsible for

controlling the conformation of a protein or peptide.

(5) Temporal discrimination against non-resonant background contribu-

tions. CMDVS is based on the multiresonant non-linear vibrational polarization

but non-linear mixing will always generate a non-resonant electronic polarization

that can interfere. The two polarizations have di� erent relaxation rates. The non-

resonant electronic polarization relaxes almost instantaneously on the time scale of

femtosecond pulses while the vibrational polarization decays over picosecond time

scales. If ultrafast pulses are used for the excitations, a time delay between the pulses

discriminates against the electronic polarizations [149, 190, 202]. Figure 30 shows

DOVE FWM spectra in a mixture of carbon disulphide and bromochloromethane
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Figure 29. (a) The infrared absorption spectrum of a CH3CN±CD3CN±CDCl3±THF±THF-
d8±C6D6±H2O mixture. The inset shows the spectral overlap near 2253 cm¡1. (b)
Spontaneous Raman spectrum of the mixture under Ar‡ laser 514.5 nm excitation. (c)
FWM spectrum of the mixture where !1 is scanned while !2 is set at the 2253 cm¡1

CÐÐÐN resonance of CH3CN. The bottom axis shows !1 and the top axis shows
!1 ¡ !2 . Reproduced with permission from reference [91].
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for di� erent t12 and t23 time delays and pulse widths <1 ps [202]. The !2 frequency

was resonant with the CÐÐS asymmetric stretch mode at 1500 cm¡1. Two main lines
are seen at !1 ˆ 2106 and 2168 cm¡1 corresponding to the bromochloromethane

!1 ¡ !2 ˆ 606 cm¡1 Raman transition and the DOVE peak from the CÐÐS sym-

metric and asymmetric stretching combination band, …!1; !2† ˆ …2168; 1500 cm¡1†,
respectively. The spectrum in ®gure 30(a) has a strong contribution from the non-

resonant electronic polarization. The spectrum in ®gure 30(b) has lost the non-
resonant electronic contribution because the t23 ˆ 2 ps delay time allows the non-

resonant polarization to decay without losing an appreciable amount from the

Raman and DOVE polarizations. The spectrum in ®gure 30(c) now discriminates
against the Raman contribution as well because the t12 delay time prevents the

Raman excitation but the DOVE polarization is not a� ected appreciably. This

temporal discrimination allows one to achieve detection limits that are much lower
than is possible without discrimination.

(6) Measurement of DOVE À…3†. The size of the DOVE À…3† is of fundamental

interest because it is a quantitative measure of the vibrational enhancement that
results from resonances. It can then be compared with the non-resonant electronic

À…3†. Since the À…3† values of the deuterobenzene internal standard are known [199,
200], the relative intensities and lineshapes of the DOVE FWM features serve as the

basis for ®nding the DOVE FWM À…3† values. This approach is an interferometric

method that was ®rst developed by Levenson and Bloembergen [199, 200], who used
it to determine the non-resonant electronic non-linearity in benzene. It is based on

the detailed ®tting of the lineshapes that result because of the interference between
two non-linearities. Figure 31 shows the concentration dependence of DOVE FWM

spectra in acetonitrile samples with di� erent deuterobenzene concentrations [90].

The spectrum in ®gure 31(a) has two lines that are the normal Raman transitions at
918 cm¡1 and 944 cm¡1 of acetonitrile and deuterated benzene respectively. The

!2 ˆ 2500 cm¡1 value chosen for this spectrum is far from any vibrational resonance

so the two lines are not enhanced by any vibrational feature. Their relative intensities
and lineshapes are characteristic of the normal CARS spectrum for this mixture. The

remaining spectra are taken with !2 ˆ 2253 cm¡1 so the main line at 3163 cm¡1 is

the DOVE IR feature. The deuterobenzene Raman line at !1 ¡ !2 ˆ 944cm¡1

John C. Wright238

Table 2. Summary of the infrared absorption and Raman features of the molecules with
interfering transitions in a complex test mixture.

IR frequency Raman frequency
Molecule (cm¡1) Mode Molecule (cm¡1) Mode

THF-d8 2240 C±D stretch CD3CN 832 C±C
CH3CN 2253 CÐÐÐN THF-d8 840 Ring
CDCl3 2253 C±D stretch THF 914 Ring
CD3CN 2262 CÐÐÐN CH3CN 918 C±C stretch
THF 2860 C±H stretch C6D6 944 Ring
CH3CN 2945 C±H stretch
THF 2976 C±H stretch
CH3CN 3004 C±H stretch
CD3CN 3092 C±C+CÐÐÐN
CH3CN 3164 C±C+CÐÐÐN
H2O 3350 O±H
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(or !1 ˆ 3197 cm¡1) is obscured by the much stronger DOVE IR feature. As the
deuterobenzene concentration is raised, the deuterobenzene line reappears and
dominates at a concentration of 29 mol% deuterobenzene.

The spectra in ®gure 31 can be ®tted using a common set of parameters and
equation (37) over the range of deuterobenzene concentrations. The detailed ®tting
of the relative intensities and lineshapes provides the size of each non-linearity shown
in table 3 [90]. The results show that À…3† is 3:1 £ 10¡14 cm3 erg¡1 for the acetonitrlle
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Figure 30. DOVE FWM frequency spectra as a function of delays at !2 ˆ 1500 cm¡1. (a)
All three beams are temporally overlapped. (b) The delay of !2 from !1 (delay 1) is
0.0 ps and the delay of !3 from !2 (delay 2) is +2.00 ps. (c) Delay 1 ˆ ‡0:50 ps, delay
2 ˆ ‡1:50 ps. These spectra are all scaled to the reference CARS feature at
!1 ˆ 2106 cm¡1. Reproduced with permission from reference [202].
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DOVE IR feature when !1 ˆ !¸2‡¸4
and !2 ˆ !¸2

. This value should be compared
with 7:1 £ 10¡14 and 2:8 £ 10¡15 cm3 erg¡1 for the Raman and non-resonant
electronic À…3† values respectively of benzene at the frequencies of the DOVE
experiments.

It is also possible to estimate the value of the DOVE IR À…3† from the absorption
coe� cients and the Raman À…3† of the three transitions in a DOVE FWM process
[90]. The infrared absorption coe� cient, Raman À…3† and DOVE À…3† are

¬v 0g ˆ
4p!v 0gNFv 0g·

2
v 0g»gg

acGv 0g
; …39†

À
…3†
vg;Raman ˆ ¡

iNF 2
egFev·
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ev»gg

4DRamana3jDegj2Gvg

…40†

and
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Figure 31. FWM scans of !1 where !2 and the C6D6 concentrations are indicated in the
®gure. Reproduced with permission from reference [90].
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where Gg
v 00v 0 ˆ Gv 00v 0 ¡ Gv 0g ¡ Gv 00g, c is the speed of light, F is the local ®eld factor, N

is the number density and D is a degeneracy factor. The values used in the expression
are summarized in table 3 and [90]. They give a predicted value for À

…3†
DOVE of

2:7 £ 10¡14 cm3 erg¡1. This value is in good agreement with the measured value.

3.2.2. Doubly vibrationally enhanced six-wave mixing (2D Raman)
It is also possible to perform CMDVS using two Raman excitations of two

modes and a probe pulse to excite the output Raman transition [72, 112]. This
approach requires SWM, a higher-order non-linearity. The extension of CMDVS to
higher-order non-linearities is important because it provides higher dimensionality
spectroscopies that are increasingly more selective. Higher-order non-linear spectro-
scopies are analogous to multipulse NMR spectroscopies [187]. There are important
di� erences between multipulse NMR and higher-order wave mixing that make the
implementation more di� cult. In multipulse NMR, it is easy to reach Rabi
frequencies that are higher than typical relaxation times so saturation of transitions
is easily accomplished and states can be decoupled. The NMR excitation wavelength
is long compared with typical sample sizes so the internal ®elds that are launched by
the sample do not perturb the experiment. On the other hand, in higher-order non-
linear spectroscopy, it is di� cult to saturate vibrational transitions without inducing
sample damage so decoupling states is harder. In addition, the wavelength of the
output ®elds is short compared with the typical sample thicknesses so strong internal
®elds created by the non-linear polarization can participate in driving further non-
linearities.

The resonances and coherence pathways are shown in ®gure 32(a). A pair of
pulses with t12 ˆ 0 excites an initial vibrational coherence. After a time delay, t23, a
second pair of pulses with t34=0 excites a double quantum coherence, »v 00v 0 . After a
second time delay, t45, a probe pulse excites the ®nal output coherence. The non-
parametric pathways (see upper part of ®gure 32(a)) involve conjugate coherences
which can rephase and line narrow if there is correlated inhomogeneous broadening.
The parametric pathway (see lower part) has coherences with the same sign for the
time dependence and these can rephase for modes which have anticorrelated
inhomogeneous broadening.

The coherence pathways in ®gure 32(a) have a close relationship with DOVE
FWM. The pathways are the same except that DOVE SWM creates the coherences
via Raman transitions and the DOVE FWM creates the coherences via infrared
transitions. Note also that there are both parametric and non-parametri c processes
for the DOVE SWM process that are analogous to the DOVE Raman FWM and
DOVE IR FWM pathways respectively.

In order to observe true SWM, one must discriminate against the lower-order
processes where the output from one lower-order process drives a second lower-
order process [72, 78, 203]. It is often di� cult to distinguish between the true SWM
and the cascaded lower-order processes. Figure 32(b) shows the WMEL diagrams for
two types of cascaded FWM processes. The cascaded processes can be sequential
(left part of ®gure 32(b)) where the output from the ®rst FWM process drives the
second process (the intermediate ®eld is shown as the connecting arrow) or a parallel
cascade (right part of ®gure 32(b)) where the second FWM process occurs during the
®rst FWM process [78, 203].

SWM and cascaded FWM have several similarities. In both cases, the output
occurs at !6 ˆ !1 ¡ !2 ¡ …!3 ¡ !4† ‡ !5, they each have a linear intensity depen-
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dence on each excitation beam and they have the same phase matching conditions
for the ®nal output. There are also four di� erences that form the basis for

discriminating between the cascading FWM and SWM processes. (1) The concentra-
tion and path length dependence are quartic for cascaded FWM processes and

quadratic for SWM processes so lower concentrations and a shorter pathlength

favour SWM. (2) The cascaded process produces an intermediate output ®eld whose
intensity depends on the phase matching used to create the intermediate ®eld so the

phase matching of the intermediate ®eld can control the cascaded contribution. Thus
one must minimize the contributions from k1 ¡ k2 ‡ k4 phase matching in the

sequential process and ¡k3 ‡ k4 ‡ k5 phase matching in the parallel process and

maximize k1 ¡ k2 ¡ k3 ‡ k4 ‡ k5 in the SWM process. (3) Each process also has a
characteristic delay time dependence. The sequential cascade produces a signal that

is symmetric in the t23 and t45 time delays since these delays control the intermediate

coherences in the FWM processes. The parallel cascade process produces signals that
are asymmetric in the time delays because the intermediate coherences depend on t45

and t23 ‡ t45 respectively. (4) Finally, the phase of the output from the cascaded
processes is shifted by p from the SWM output [125, 157]. This di� erence can be the

basis for discrimination if heterodyne detection is used [80, 81].

Early work used phase matching to discriminate against the sequential process
but it was not realized that a parallel cascade process was also present [73, 74, 76, 77,

204±207]. The phase matching that was chosen in this earlier work was favourable

for the parallel cascade so it dominated the experimental data [78].

Coherent multidimensional vibrant spectroscopy 243

Figure 32. (a) WMEL and Liouville diagrams showing the resonances and the ¯ow of
coherence for example SWM processes involving three Raman transitions. (b)
WMEL diagrams for the sequential and parallel cascaded FWM processes. The
arrows connecting the upper and lower WMEL diagrams indicate the intermediate
®eld that couples the two steps in the cascade.
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Recent experimental work has reported successful demonstration of SWM using

phase matching to discriminate against the cascaded processes [80±84]. Figure 33
shows example time domain 2D spectra for SWM experiments in carbon disulphide.

Carbon disulphide has a very large electronic non-linearity and is an ideal material
for studying weak non-linear processes. The experiments focus on low-energy over-

damped solvent modes that can be excited by impulsive Raman pulses. Figures 33(a)
and (b) show the measured spectra for phase matching conditions that emphasize the

sequential and parallel cascades respectively [78]. From these spectra, one can see
that the sequential cascade is symmetrical in t23 and t45 and the parallel cascade is

asymmetrical. Figure 33(c) shows the measured spectra for phase matching con-
ditions where the cascaded FWM is minimized by phase matching conditions that

attenuate the intermediate ®eld [82]. The spectrum is qualitatively di� erent from the

cascaded signals. The dominant feature in ®gure 33(c) is the peak at t23 ˆ 60 fs and
t45 ˆ 110 fs. The cascaded spectra also have peaks but they are shifted. The

sequential cascade has a peak at t23 ˆ t45 ˆ 180 fs and the parallel cascade has a
peak at t23 ˆ 0 fs and t45 ˆ 180 fs. These are clearly di� erent from the peak observed

in the true SWM process. In addition, the SWM spectrum decays more quickly than

either cascaded process.

John C. Wright244

Figure 33. (a) Five-laser non-linear signal from carbon disulphide where the phase matching
has been set to favour the sequential cascaded FWM process. (b) Signal where the
phase matching has been set to favour the parallel cascaded FWM process. (c) Signal
when the cascaded FWM processes are suppressed by phase matching. Reproduced
with permission from reference [82].
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The nature of the non-parametric DOVE SWM pathways (top diagrams in

®gure 32(a)) provides coherences that can rephase if there is correlated inhomo-

geneous broadening so that echoes can occur. Rephasing causes diagonal character

in the peaks. Signi®cantly, the data in ®gure 33(c) do not have an indication of a

rephasing feature, indicating that the coherences created after the ®rst and second
Raman excitations do not have correlated dephasing dynamics [82]. There is,

however, asymmetry between the t23 and t45 axes that suggests that the data

are contaminated with small contributions from parallel cascaded processes

[82]. The amount of cascaded contamination in ®gure 33(c) can be found by ®rst

modelling the frequency dependence expected for the cascaded processes using the

known third-order response. The relative contributions from the di� erent cascaded

processes can be modelled by calculating the phase matching factors [83]. Here, one

must include not only the direct contributions of the di� erent parallel and sequential
cascades but also the cross-terms between all combinations of parallel cascades,

sequential cascades and SWM processes. The cross-terms are created because the
electric ®elds from each process are additive and together determine the measured

intensity.

The cascaded signals decay more slowly along the t23 axis than the SWM signal

so it is possible to use the long-time behaviour to estimate the cascaded contribution

and to subtract the contributions from the data. It is shown that the cascaded signals

are only a minor contributor to the spectrum in ®gure 33(c) [83].

It is interesting to contrast these results with work by Miller and coworkers

who also reported success in discriminating against the cascaded processes [80,
81]. Here, the 400 nm doubled Ti:sapphire output was used to create the ®rst

two Raman excitations and the 800 nm output created the third excitation and

the local oscillator beam that was used for heterodyne detection. A di� ractive optic

was used to create the phase matching geometry. Two di� erent phase matching

geometries were used in the experimentÐa `baseball diamond’ geometry which

discriminated against the sequential cascaded FWM processes and a `crossed’

geometry which discriminated against both cascaded processes. Each geometry

had a di� erent e� ciency for measuring the SWM and cascaded FWM signals.

The baseball geometry had the signature of the parallel cascaded FWM processes.
The crossed geometry eliminated the parallel cascaded processes. After the phase

matching discrimination, the remaining signal was markedly di� erent from that

expected for cascaded processes so the signal appears to correspond to true

SWM.

If one compares the 2D time-dependent data between the two groups, one ®nds

di� erent dependences on the delay times [80±84]. The disagreement indicates either

that the experimental di� erences in the two approaches produce di� erent results or

that there are still unknown factors that prevent a de®nitive observation of true
SWM spectra.

Calculations have also been performed to predict the relative size of SWM and

cascaded FWM processes. These calculations ®nd that the cascaded intensity should

be 2 £ 106 larger than the SWM intensity [208]. This factor is so large that it would

prevent one from observing SWM but, in fact, SWM was reported with a dis-

crimination factor of only 102±103 against the cascaded processes. This discrepancy

has not yet been resolved [84] but it is important to know the size of the SWM signal

and whether it is feasible to discriminate against interfering signals.
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4. The future of CMDVS
4.1. Femtosecond time domain CMDVS

CMDVS is very much in its infancy. The potential for CMDVS applications rests

with improvements in the technology, improvements in our understanding of the

spectroscopy and improvements in the theory that relates the spectroscopy to

structure. Frequency domain experiments have provided the ®rst insights into

CMDVS involving two di� erent modes but frequency domain approaches are

limited because the narrow bandwidth excitation that is required for frequency

domain experiments necessarily demands longer pulse widths. Longer pulse widths

prevent temporal discrimination against non-resonant electronic background so the

detection limits are constrained. The ultrafast excitation pulses of time domain

methods do allow temporal discrimination against non-resonant backgrounds. In

addition, the higher damage threshold of an ultrafast excitation allows one to work

at higher peak intensities so the signal levels are markedly higher. Thus, it seems

clear that the future of CMDVS lies with time domain spectroscopy with

femtosecond excitation pulses.

Time domain spectroscopy must resolve the phase of an oscillating vibrational

coherence, either by heterodyne detection with a local oscillator or by su� ciently

short excitation pulses. Currently, infrared excitation pulses do not have short

enough pulse widths to resolve directly vibrational coherences at the frequencies

commonly used for vibrational spectroscopy so heterodyning with a local oscillator

is the current method of choice.
A new way to perform CMDVS experiments combines HSPE and DOVE IR/

Raman methods into a method that has characteristics of each. The resonances

and coherent pathways of this approach are diagrammed in ®gure 34(a). Two

independently tunable excitation sources excite two di� erent but coupled modes

and the output occurs at the same frequency as an excitation. There are multiple
TRIVE pathways that interfere in ways that are analogous to the HSPE and DOVE

IR/Raman methods. The transitions can all be allowed ¢v ˆ §1 fundamental

transitions. Cross-peaks are not observed in the absence of coupling because the

pathways that involve fundamentals destructively interfere with the pathways that

involve the combination band. The cross-peaks appear if coupling causes an-

harmonic shifts, changes in the transition moments or changes in the relaxation

dynamics.

4.2. Surface-selective odd wave mixing CMDVS

There is also great interest in developing odd-wave mixing CMDVS methods that

are surface selective [134, 161] and/or chirally speci®c [17]. Two examples of ®ve-

wave mixing are shown in ®gure 34(b) but there are many other potential methods

that are not shown. In the ®rst, two coupled vibrational modes are excited by an

infrared absorption and a Raman excitation (indicated on the Liouville diagram by

®elds 2 and 3 interacting simultaneously) and the output occurs because of a Raman

combination band between the two modes. In the second, the two modes are excited

by direct infrared transitions and the output occurs as a hyper-Raman combination

band (indicated by the simultaneous two-photon absorption involving ®elds 3 and 4

and an output of ®eld 5). In both examples, the cross-peaks require coupling that

creates a combination band.

John C. Wright246

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
4
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



4.3. Coherent control and CMDVS

There are close connections between the ideas of CMDVS and the coherent

control of chemical reactions. In CMDVS, a series of excitation pulses create a series

of coherences over a particular pathway and the coherences’ frequencies are

measured by time or frequency domain methods. In coherent control, the temporal

pro®le of the excitation pulse(s) also drives a series of coherences over a pathway

that leads to the state of interest, for example a particular dissociative state [175,

209±218]. The temporal pro®le de®nes the instantaneous frequency and phase of the

excitation ®eld that preferentially drives one coherence pathway over others. By

changing the temporal pro®le, one can choose di� erent coherence pathways that lead

to di� erent reactive ®nal states. The reaction products can include ones that are not

accessible from thermal reactions.

A clever approach for optimizing particular pathways rests on manipulating the

coherence pathway by a genetic learning algorithm that mutates the temporal pro®le

while monitoring a speci®c reaction product or outcome [211±213]. Mutations that

improve the outcome are kept and ones that degrade the outcome are rejected. The

learning process is continued until the system evolves to an optimized outcome. The

temporal pro®le is controlled by dispersing an ultrafast excitation pulse with a

grating into the wide band of frequencies that are expected from the time±bandwidth

product. A programmable mask modi®es the phase of particular frequencies within

the dispersed spectrum and a second grating operating with subtractive dispersion

transforms the frequency distribution into a new temporally shaped pulse. The ®rst

grating performed a Fourier transform of the time domain pulse, the mask modi®ed

the frequency domain spectrum and the second grating performed an inverse Fourier
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Figure 34. (a) WMEL and Liouville diagrams for hybrid DOVE process where two
vibrational modes are excited and the output has the same frequency as one of the
input frequencies. (b) WMEL and Liouville diagrams for CMDVS ®ve-wave mixing
methods that will be surface selective.
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transform of the modi®ed frequency domain spectrum into a modi®ed and shaped
pulse.

Coherent control of the dissociative photochemistry of acetophenone has been
recently achieved [213]. Acetophenone has three di� erent dissociative pathways
where C6H5COCH3 creates fragments of C6H‡

5 , C6H5CO‡ or C6H5CH‡
3 . The last

of these is not observed in electron impact ionization but is observed at high pulse
intensities. The pathways are controlled by adjusting the phase and temporal pro®le
of a 25 fs Ti:sapphire laser which is focused into the sample at an intensity of
¹1013 W cm¡2. These intensities are in the strong ®eld limit where dynamic Stark
e� ects and higher-order non-linearities become important. The coherent control
algorithm can either increase the C6H‡

5 :C6H5CO‡ ratio by ¹1.7£ or decrease it by
¹2.2£, depending on which product is to be optimized. It can also increase the
C6H5CH3

‡ product yield by ¹4£ if that fragment is to be optimized.
In addition to dissociative reactions, coherent control of atomic and molecular

state populations has been demonstrated so one can control the spectra that one
observes [175, 214, 215, 219, 220]. Similar methods should be capable of controlling
electron transfer reactions and H bonding interactions. Coherent control experi-
ments have not yet been performed with infrared lasers that can drive vibrational
coherences but these o� er a complementary approach to control methods that utilize
the electronic states. In addition, CMDVS and coherent control are compatible
technologies so it will be very interesting to combine the methods. Either one can
control the CMDVS spectra that are measured or one can measure the species that
are generated in the coherent control process.

4.4. CMDVS Imaging microscope
Vibrational spectroscopic imaging methods have generated a great deal of

interest because they can provide spectroscopic contrast for particular chemical
moieties [221, 222]. Vibrational imaging can be performed with either infrared or
Raman spectroscopy. The spatial resolution of infrared imaging is limited because
the di� raction limit for a focused infrared beam is large. The spatial resolution of
Raman imaging, however, is much better because the excitation beam has a much
shorter wavelength.

Recently, there has been interest in extending vibrational imaging methods using
non-linear methods [223, 224]. Volkmer et al. used CARS to perform Raman
scattering microscopy. Since the spatial scale of features in the image was
comparable with the wavelength of the excitation beams, the ¢k values in the phase
matching equation are small so the output is not constrained to a narrow beam as it
is in most non-linear methods [223, 224]. Consequently, epi-detection was used
where NA ˆ 1:4 microscope objectives focused the excitation beams and collected
the output signal over a large solid angle. This approach provided spatial resolution
of ¹500 nm and spectroscopic contrast from the C±O stretching frequency of DNA
[223].

This approach can be used for any non-linear method including CMDVS
methods. For example, in DOVE IR, it would be necessary to focus two infrared
and one UV/visible beam with a microscope objective and to detect the output with a
second microscope objective. The spatial resolution would be determined by the
shortest wavelength excitation beam, in this case the UV/visible excitation, so the
spatial resolution would inherently be much larger than that obtainable with all
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infrared beams. The spectral contrast should be quite high because of the multi-
dimensional capabilities of CMDVS.

4.5. Near-®eld microscopy with probe enhancement
The spatial resolution of near-®eld microscopy can be reduced to ¹10 nm using

probe enhancements [225]. It is well known that the electric ®elds near a sharp metal
tip are enhanced by ¹1000£. Experiments have shown that this e� ect can be used in
conjunction with a near-®eld microscope to enhance the spatial resolution [225]. A
laser is ®rst tightly focused in the near ®eld to an area of ¹105 nm2. A sharp metal tip
is then brought within 2 nm of this region in order to enhance the ®elds. The area
that is enhanced by the sharp metal tip is ¹102 nm2. In order to achieve enhanced
spatial resolution, it is necessary that the enhancement in the signal dwarfs the signal
from the focal region. Since the ratio of the areas is 10¡3 and the expected
enhancement is 103, the enhancement is not adequate to result in improved spatial
resolution. However, a two-photon excited ¯uorescence involves two ®elds so the
enhancement is 106. This enhancement is adequate for achieving improved spatial
resolution. In fact, these experiments have shown that one can create an image with
15 nm spatial resolution using two-photon excited ¯uorescence [225]. The extension
to FWM and higher-order non-linear spectroscopies should permit an even larger
enhancement of the signals because of the higher-order dependence on the electric
®elds.
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